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EXECUTIVE SUMMARY

The Department of Homeland Security’s Office of Cyber and Infrastructure Analysis (DHS/OCIA) produces
Infrastructure Risk Assessments to provide an assessment of emerging risks to critical infrastructure.'” This report
addresses how the adoption of and increased reliance on smart technologies may create or increase risks for
Smart Cities. This report focuses on the Transportation Systems Sector, the Electricity Subsector within the
Energy Sector, and the Water and Wastewater Systems Sector.

As technology pervades into our everyday lives, once simple devices have become smarter and more
interconnected to the world around us. This technology is transforming our cities into what are now referred to
as “Smart-Cities”. Smart Cities have been defined as urban centers that integrate cyber-physical technologies and
infrastructure to create environmental and economic efficiency while improving the overall quality of life.* The goal
of these new cities is to create a higher quality of life, a more mobile life and an overall increased efficient use of
available resources. Some examples of Smart-City technologies are interconnected power grids reducing power
waste, smarter transportation resulting in increased traffic management, and smarter infrastructures that reduce
hazards and increase efficiency.

This interconnectedness of devices introduces cyber-physical technologies that connect cyber systems to physical
systems, thereby removing the barrier between the cyber and physical worlds. Some cyber-physical systems are
integrated at the design stage unlike more traditional legacy systems; a full-fledged cyber-physical system is typically
designed as a network of interacting elements with physical input and output instead of as standalone devices.
Smart City, in everyday use, is inclusive of terms such as ‘digital city’ or ‘connected cities’. Cyber-physical
innovations feature prominently in Smart Cities, particularly as cyber-physical technologies are increasingly added
to existing infrastructure and built into newly constructed infrastructure. Removing the cyber-physical barriers in
an urban environment presents a host of opportunities for increased efficiencies and greater convenience, but the
greater connectivity also expands the potential attack surface for malicious actors. In addition to physical incidents
creating physical consequences, exploited cyber vulnerabilities can result in physical consequences, as well.

The vulnerabilities and attack classes (such as distributed denial of service, malware, and phishing attacks) to most
logical technologies such as computers and servers have been researched over the decades and years and are well
understood by security researchers. Although the specifics of the attacks and potential consequences can vary with
each type of attack the basic structures and general mitigations for these attacks are known. The same can be said
of the vulnerabilities and mitigation factors for physical infrastructure. However, with the introduction of Smart
Cities and cyber-physical innovations the vulnerabilities, resulting mitigating factors, and potential consequences for
these new technologies are still unclear. As these new cyber-physical devices are introduced to the World the
vulnerabilities, risks, threats, and consequences will be better understood. This report summarizes the insights
from a technology-informed futures analysis—including a critical look at potential future vulnerabilities as a result
of these cyber-physical infrastructure systems become pervasive in Smart Cities. The goal is to help Federal, State
and local analysts and planners incorporate anticipatory thinking into Smart City design and continued critical
infrastructure protection efforts relating to this new technology. The analysis focuses on specific cyber-physical
technologies that represent key aspects of the future of Smart City infrastructure (Table I).

I Risk is defined as the potential for an unwanted outcome resulting from an incident, event, or occurrence, as determined by its likelihood and the associated
consequences. It is often thought of as a function of threat, vulnerability, and consequence, where threat and vulnerability are components of likelihood (U.S.
Department of Homeland Security Risk Steering Committee, DHS Risk Lexicon, Washington, D.C.: U.S. Department of Homeland Security, 2010).

2 Critical infrastructure are the assets, systems, and networks, whether physical or virtual, so vital to the United States that their incapacitation or destruction
would have a debilitating effect on security, national economic security, national public health or safety, or any combination thereof. (DHS, “What Is Critical
Infrastructure?” http://www.dhs.gov/what-critical-infrastructure, accessed, August 18, 2014).

3 In addition, a smart city “gathers data from smart devices and sensors embedded in its roadways, power grids, buildings, and other assets. It shares that data via a
smart communications system that is typically a combination of wired and wireless. It then uses smart software to create valuable information and digitally enhanced
services.” (Smart Cities Council, “Vision,” http://smartcitiescouncil.com/category-vision, accessed February 4, 2015).
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TABLE |— KEY SMART TECHNOLOGIES

Sector Cyber-Physical Technologies Examined

Autonomous Vehicles

Transportation Positive Train Control

Systems Sector Intelligent Transportation Systems
Vehicle-to-Vehicle and Vehicle-to-Infrastructure

(Al AR Rl IRRBRR..IRE RERRIELIRRRRI.R.RRRAE:E..IRRRAE.IERIRRRRR..IRERRdIR..RRON]]]]
Smart Power-Generation Plants

Electricity Subsector Smart Distribution and Transmission
Advanced Metering Infrastructure

Water and Smart Water Treatment
Wastewater Systems  Smart Water Distribution
Sector Smart Water Storage

ANALYSIS

The efficiencies and security challenges that come with Smart City transformation will vary by geographic location,
infrastructure sector, and the information technology (IT) systems of each city, requiring cities to take a close look
at their unique characteristics as they upgrade their systems. At a high level, three themes cut across the security
considerations that come with integrating cyber-physical systems into city infrastructure: changing seams,
inconsistent adoption, and increased automation. These themes emerged from the assessment of dynamics shaping
future cyber-physical infrastructure—detailed in this report—and the themes provide a framework for considering
the implications of future challenges that today’s planners will face.

Changing Seams — Seams—such as those that exist between rural and urban, legacy and new infrastructure
components, or business networks and control system networks—are moving or disappearing as systems are
upgraded and networked. The physical and virtual seams between infrastructure components, and sectors, are
becoming increasingly permeable as cyber and physical systems become networked and remotely accessible.
Increased connectivity, faster speeds, and multi-directional data flows diversify access points into critical
infrastructure, changing and stretching the borders that Smart Cities must secure.

Inconsistent Adoption — Critical infrastructure will evolve at different rates because of factors such as resource
availability, user preferences (e.g., consumer purchases of autonomous vehicles, utility operators’ use of “smart”
technologies), or scale and accessibility (e.g., the size of water-distribution networks being upgraded). The
inevitable inconsistency of cities’ technology migration will introduce security challenges to government, industry
stakeholders, and the people living with these technologies. For example, as areas merge older and newer
infrastructure, local “blind-spots” may exist in areas where older equipment remains dominant but lacks the same
ability as newer equipment to report operational status, problems, or efficiency opportunities. Such inconsistent
adaptation poses challenges to developing consistent security policies for cities at different stages of—or with
different approaches to—Smart City development.*

4 At the same time, standardization—as opposed to diversity—can also lead to a level of uniformity that creates additional challenges. Any standards-based approach
should ensure that adherence to standards—e.g., taking the approach that checking the boxes is all that is necessary—does not replace sound engineering judgment.
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Increased Automation — Cyber-physical infrastructure can migrate control from people to algorithm-based
systems, introducing a level of security and resilience into a system by mitigating any potential human errors.
However, in addition to mitigating some risks, removing human interaction with the system, potentially introduces
some new security challenges, including, but not limited to, issues associated with:

= |ncreasing the number of system access points and, therefore, potential attack vectors;
= Skill atrophy;
= Loss of visibility into all parts of a system;

= Cascading failures; necessary changes in emergency response plans (e.g., humans will not be present in
areas of the system they once were);

=  Unanticipated permutations of automated functioning; or

= Unintentional elimination of manual overrides.

OPPORTUNITIES FOR DHS

State and local governments, in partnership with industry, will largely drive the evolution of cyber-physical
infrastructure in Smart Cities. DHS can contribute to this stakeholder community to help it anticipate and plan for
potential risk, and to influence the overall security environment in which these technologies will exist. DHS can
assist in the development of standards and regulations, helping to ensure consistency across sectors and
geographic areas. Strategic communication and engagement may influence a more secure evolution of
cyber-physical infrastructure as Smart Cities adopt technologies at varying rates. DHS can also facilitate or direct
Federal assistance to State and local governments.
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SCOPE

This report addresses the question: How might vulnerabilities in Smart City cyber-physical infrastructure be
exploited to create significant damage to the economy, public health and safety, or national security? The three
sectors explored in this report are the Transportation Systems Sector, the Electricity Subsector within the Energy
Sector, and the Water and Wastewater Systems Sector-.

The analysis in this report is based on specific cyber-physical technologies relating to the Transportation Systems,
Energy, and Water and Wastewater sectors. OCIA has collaborated with industry experts to select these
technologies, from a wide range of current and emerging technologies based on the following criteria:

= Likelihood of adoption by cities within the next 5 — 10 years.
=  The potential to have transformational impact on the growth and trajectory of Smart Cities.

= The potential direct impact on public safety and national security.

The technologies are not intended to be an exhaustive list; instead, they represent cyber-physical trends that
characterize key aspects of the future of Smart Cities.

This report identifies future pathways for potential disruptions and makes technology-specific observations for
each sector analyzed for this study. Furthermore, this report discusses the nature of future vulnerabilities and to
better understand how they might be exploited in ways that lead to physical consequences. The pathways are not
identified as a likely future or suggest where the risks may be highest.

The technology-specific observations synthesize findings across the pathways to highlight potential vulnerabilities
that, if unaddressed, may increase the risk profile of a technology or infrastructure sector in a Smart City. These
observations are categorized into the three high-level themes—changing seams, inconsistent adaptation, and
increased automation—that transcend the security challenges associated with the evolution of cyber-physical
systems in Smart Cities.

The report concludes with Opportunities for DHS, which detail areas where DHS can assist its partners to
anticipate and mitigate risk, and influence the overall security environment in which these technologies will exist.
These opportunities fall into three categories of “levers” available to DHS: standards and regulations,
communication and engagement, and Federal assistance.
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INTRODUCTION

Many U.S. cities are experiencing substantial population growth, and State and local governments are struggling to
keep up with congestion, pollution, and the increased demands being placed on aging and failing infrastructure.
Municipal governments are increasingly looking to address these concerns by networking various infrastructure
smart technologies of the city, which can support increased automation and responsiveness. In doing so, cities will
become “Smart Cities”—urban centers that integrate cyber-physical technologies and infrastructure to create
environmental and economic efficiency while improving the overall quality of life.> This transformation will
significantly affect a city’s critical infrastructure, which is increasingly composed of cyber-physical systems.

Traditionally, infrastructure in cities involved a series of standalone components; cyber-physical systems involve a
series of electronically networked physical elements, including embedded sensors, computation devices,
communication technology, and actuators. Cyber-physical systems can capture a vast amount of data produced in a
city to identify and implement new efficiencies. In addition to collecting data and suggesting more efficient
processes, these systems can also automatically control and manipulate physical infrastructure to implement
changes. By developing a “system of systems,” a Smart City can integrate short- and long-term efficiencies.

Although Smart Cities and the implementation of cyber-physical systems into critical infrastructure networks bring
a host of much-needed benefits, they also introduce a new set of risks to public safety and, potentially, national
security. Historically, cyber and physical systems have operated fairly independently of one another. The impact of
a cyber-system disruption was contained within the cyber domain, and a physical disruption was contained in the
physical domain. Cyber-physical infrastructure directly links or, at the design level, integrates both domains. In
addition to physical incidents creating physical consequences, exploited cyber vulnerabilities can result in physical
consequences. In general, the vulnerabilities for cyber and physical infrastructures—as separate systems—are well
known by system administrators. The existence of vulnerabilities does not guarantee adverse impacts on a system
or component. Since the concept of cyber-physical infrastructure is new, the impact of the exploitation of a
vulnerability may be understood but the risk and consequence to the infrastructure and its connected components
is not fully understood as system administrators have not had substantial time to evaluate and improve security
based on actual events.

Increasing the challenge for security research is the rapid evolution of key technologies underpinning Smart Cities
and the wide variability in the pace and scale of technology adoption and implementation by Federal, State, and
local municipalities. The confluence of rapid technology evolution and the unknown trajectory of its adoption
create even greater future uncertainty for those responsible for security and risk management at all levels of
government and the private sector.

To address that uncertainty, this report takes a technology-informed approach to futures analysis that draws on an
assessment of “knowns and unknowns,” and a diverse research base to generate multiple hypotheses for how
technological innovations could affect critical infrastructure protection. Based on 30 subject matter expert
interviews (see Appendix A for a list of experts) and expansive open-source research, pathways emerged that are
both specific and broad enough to elicit crosscutting insights about the nature of cyber-physical vulnerabilities.

Although the technology-specific observations in this report do not delve into extensive discussion of standards,
regulations, or practices in development or in use today (i.e., voluntary cybersecurity guidance documents),
readers can measure their own security posture in light of these future considerations and available guidance
identified by the Electricity Journal and the National Institute of Standards and Technology.® In combination with
such guidance, the insights in this report provide Federal, State, and local analysts and planners with the resources
they need to incorporate anticipatory thinking into Smart City design and continued critical infrastructure

5 For examples of such cybersecurity guidance, see (1) Hawk, Carol and Akhlesh Kaushiva, “Cybersecurity and the Smarter Grid,” The Electricity Journal, October
2014, Vol. 27, Issue 8, p. 84-95 and (2) National Institute of Standards and Technology, The Smart Grid Interoperability Panel Cyber Security Working Group,
“Introduction to NISTIR 7628 Guidelines for Smart Grid Cyber Security,” September 2010, http://www.nist.gov/smartgrid/upload/nistir-7628_total.pdf, accessed
February 4, 2015.

6 For examples of such cybersecurity guidance, see (1) Hawk, Carol and Akhlesh Kaushiva, “Cybersecurity and the Smarter Grid,” The Electricity Journal, October
2014, Vol. 27, Issue 8, p. 84-95 and (2) National Institute of Standards and Technology, The Smart Grid Interoperability Panel Cyber Security Working Group,
“Introduction to NISTIR 7628 Guidelines for Smart Grid Cyber Security,” September 2010, http://www.nist.gov/smartgrid/upload/nistir-7628_total.pdf, accessed
February 4, 2015.
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protection efforts. Critically assessing potential future vulnerabilities and associated attack vectors as these
infrastructure systems are being developed and implemented will help those responsible for Smart City security
stay ahead of, and potentially mitigate, the particularly complex risks associated with the rapid evolution of cyber-
physical infrastructure.

FUTURE PATHWAYS

The following four pathways explore plausible answers to the following question: How might vulnerabilities in
Smart City cyber-physical transportation infrastructure be exploited to create significant damage to the economy,
public health and safety, or national security? Each pathway includes:

=  Examples of specific attack or accident vectors
= A discussion of the technology vulnerabilities that could be exploited

= Disruptions and consequences that would warrant regional- or national-level attention

TECHNOLOGY-SPECIFIC OBSERVATIONS

The associated potential vulnerabilities to future Smart City infrastructure technologies will be highlighted in the
following sections. In some cases, these vulnerabilities are inherent to the technology itself, and they will change as
a technology proliferates in a city. At a high level, these vulnerabilities are associated with three themes that cut
across the security considerations that come with integrating cyber-physical systems into Smart City infrastructure.

Changing Seams — Seams—such as those that exist between rural and urban, legacy and new infrastructure
components, or business networks and control system networks—are moving or disappearing as systems are
upgraded and networked. The physical and virtual seams between infrastructure components, and sectors, are
becoming increasingly permeable as cyber and physical systems become networked and remotely accessible.
Increased connectivity, faster speeds, and multi-directional data flows diversify access points into critical
infrastructure, changing and stretching the borders that Smart Cities must secure.

Inconsistent Adoption — Critical infrastructure will evolve at different rates because of factors such as resource
availability, user preferences (e.g., consumer purchases of autonomous vehicles, utility operators’ use of “smart”
technologies), or scale and accessibility (e.g., the size of water-distribution networks being upgraded). The
inevitable inconsistency of cities’ technology migration will introduce security challenges to Government, industry
stakeholders, and the people living with these technologies. For example, as areas merge older and newer
infrastructure, local “blind-spots” may exist in areas where older equipment remains dominant but lacks the same
ability as newer equipment to report operational status, problems, or efficiency opportunities. More broadly, such
inconsistent adaptation poses challenges to developing consistent security policies for cities at different stages of—
or with different approaches to—Smart City development.’

Increased Automation — Cyber-physical infrastructure can migrate control from people to algorithm-based
systems. The process of removing or limiting human interaction with the system or increased automation,
introduces new potential security challenges, including, but not limited to, issues associated with:

= Increasing the number of system access points and, therefore, potential attack vectors;
= Skill atrophy;

= Loss of visibility into all parts of a system;

= Cascading failures;

= Necessary changes in emergency response plans (e.g., humans will not be present in areas of the system
they once were);

7 At the same time, standardization—as opposed to diversity—can also lead to a level of uniformity that creates additional challenges. Any standards-based approach
should ensure that adherence to standards—e.g,, taking the approach that checking the boxes is all that is necessary—does not replace sound engineering judgment.
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=  Unanticipated permutations of automated functioning; or
= Unintentional elimination of manual overrides.

The sections below detail observations regarding these technology-specific vulnerabilities and how they can evolve
along with Smart City transportation systems.
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TRANSPORTATION IN SMART CITIES

This section focuses on the future dynamics of cyber-physical infrastructure in Smart Cities within the
Transportation Systems Sector, providing Sector-level inquiries emphasizing security and resilience. In addition to
the general security risks inherent in transportation networks, Smart City transportation systems bring a unique
set of security challenges, including the:

= Sheer scale and complexity of transportation networks in major cities, including the difficulty of securing
mobile device connectivity to transportation networks and distinguishing legitimate mobile device queries
from anomalies.

= large number of system access points stemming from the presence of networked technology across large
systems, raising the cost and difficulty of properly securing each system device. This number includes
hardwired access points—many of which may be located in remote areas—and wireless access points.

= Burden of ensuring smooth interface, communication, and security among multiple interdependent
systems, including sensors, computers, fare collection systems, financial systems, emergency systems,
ventilation systems, automated devices, power relays, etc.

= Demand for nonstop access to real-time data that Smart City transportation systems require, and the
related costs associated with maintenance and service downtime.

=  Logistical and security hurdles of physically accommodating enormous volumes of passengers and freight,
along with the reality that security breaches could result in public safety risks.

Five cyber-physical technologies that will be part of future Smart City transportation systems are autonomous
vehicles, positive train control (PTC), intelligent transportation systems (ITS), and vehicle-to-vehicle (V2V) and
vehicle-to-infrastructure (V2I) technologies.

AUTONOMOUS VEHICLES

Autonomous vehicle technology enables automobiles to understand the environments in which they operate and
execute safe and efficient commands based on this understanding. Autonomous vehicles can assume
decision-making and operational tasks, enabling drivers to become passengers, entirely disengaged from the
demands of driving. Autonomous vehicles can steer, select optimal speeds, avoid obstacles, choose efficient routes,
park themselves, and warn passengers of imminent danger. The majority of autonomous vehicles in development
use a deliberative architecture, meaning they are capable of making decisions entirely based on onboard
technology—though many are capable of also incorporating external inputs when beneficial. To gather the data
necessary for operation, autonomous vehicles use a variety of sensors. Light detection and ranging (LIDAR)
technology uses light pulses to identify lane and road markings and boundaries. Global positioning system (GPS)
devices gather specific geographic data to inform route selection and other location-based decision-making, often
in combination with onboard tachometers, altimeters, and gyroscopes. Video cameras track other vehicles and

pedestrians while capturing information on traffic lights and road signs. Radar sensors similarly track other vehicles.

Ultrasonic sensors support parking by capturing data on objects in close proximity to autonomous vehicles,
including curbs and other cars. A central onboard computer processes inputs from these sensors and issues
commands to a car’s steering, acceleration, braking, and signaling systems.

Some automobile manufacturers, urban planners, and policy makers envision a future in which vehicles take
complete control of the driving process, and such implementation of autonomous vehicles will likely happen
incrementally, with an increasing number of tasks being automated over time.?

8 Monitor 360 Interview with a Smart City Expert, June 25, 2014; Monitor 360 Interview with an Autonomous Vehicle Expert, August 7, 2014.
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PATHWAY |I: AUTONOMOUS VEHICLE SYSTEM MALFUNCTION

Sample Vector |: A malicious actor hijacks one or more autonomous vehicles.

Autonomous vehicles are vulnerable to remotely executed attacks because of the amount of control a central
computing system holds over various physical components and their ability to communicate with nearby vehicles
and infrastructure. By gaining remote access to an autonomous vehicle’s

central computer, a malicious actor could control the braking, steering, In 2014, two security experts

and acceleration of a car, or prompt onboard sensors to react to non- demonstrated the ability to

existent events. To maximize danger to passengers, the malicious actor remotely access and control vehicle
could also surreptitiously insert software into a vehicle’s central functions, including braking,
computer so that it is programmed to take dangerous actions when a steering, and engine power.

certain condition is met—e.g., when a car is traveling above 70 miles Although this attack exploited a
per-hour. Alternatively, a malicious actor could use malware to gain Bluetooth vulnerability, the experts
control of multiple vehicles simultaneously without their owners’ also highlighted the possibility of
knowledge. With a critical mass of infected vehicles, that actor could using cellular connections and in-
execute preprogrammed commands to tamper with sensors or execute car applications as additional
specific dangerous commands.'’ attack vectors.’

Unlike personal computers or mobile phones, which have become common to patch through a simple
download, installing system updates or security patches for a car may be expensive and complicated at the
early stages of this technology’s development.'' Some vehicles are currently able to receive updates that
are pushed out remotely and known as “push updates,” but this capability is not widespread. Other
options currently available to car manufacturers are: to direct drivers to schedule a service appointment
at a dealership, or send a piece of hardware—a flash drive for example—and allow drivers to install
updates themselves.'> Both options will be costly for car manufacturers and will rely on customer
initiative. Failure to follow update instructions could leave many vulnerable cars on the road.” Although
car manufacturers may extensively use Bluetooth or other wireless connections to automate updates in
the future, autonomous vehicles without the ability to receive “push” updates will remain vulnerable to
missed or delayed software updates during initial rollout.'*

Full autonomy requires networking automobile elements originally designed to be standalone features,
increasing the complexity of in-car networks and the number of potential weak points in the system. For
example, a newly networked tire pressure-monitoring sensor or entertainment system could provide a
low-security vector to access central computer systems.'”

Autonomous vehicles will likely incorporate Web-access technology designed to allow passengers to
access the Internet while travelling, greatly increasing a vehicle’s attack surface.'® The growing presence of
cellular and Bluetooth technology in modern cars also increases the risk of remote attacks on
autonomous vehicles. These vulnerabilities could allow malicious actors to access the vital computing
functions of an autonomous vehicle."” Although car manufacturers will potentially adapt their security
systems as onboard computers become increasingly pervasive and powerful, weak spots and security
vulnerabilities will likely persist that will have to continuously updated and patched to address these
vulnerabilities. Like desktop computer systems, it is near impossible to anticipate all potential attacks or

9 Anderson, James et al, “Autonomous Vehicle Technology: A Guide for Policymakers,” Rand Corporation,
http://www.rand.org/content/dam/rand/pubs/research_reports/RR400/RR443-|/RAND_RR443-|.pdf, accessed December 6, 2014.

10 Miller, Charlie and Christopher Valasek, “A Survey of Remote Automotive Attack Surfaces. Presentation at Blackhat Conference, August 6, 2014.
I Anderson, James et al, “Autonomous Vehicle Technology: A Guide for Policymakers,” Rand Corporation,
http://www.rand.org/content/dam/rand/pubs/research_reports/RR400/RR443-|/RAND_RR443-1.pdf, accessed December 6, 2014.

12 bid.

13 Monitor 360 Interview with a Vehicle Hacker, July 30, 2014; Michael Mimoso, “Car Hacking Enters Remote Exploitation Phase.” http://threatpost.com/car-
hacking-enters-remote-exploitation-phase/ 107626, accessed November 19, 2014.

14 Monitor 360 Interview with a Vehicle Communications Expert, July 31, 2014.

15 Rouf, Ishtiaq et al, “Security and Privacy Vulnerabilities of In-Car Wireless Networks: A Tire Pressure Monitoring System Case Study.”
http://www.cse.sc.edu/~wyxu/papers/TPMS2010.pdf, accessed November 11, 2014.

16 Mimoso, Michael, “Car Hacking Enters Remote Exploitation Phase.” http://threatpost.com/car-hacking-enters-remote-exploitation-phase/ 107626, accessed
November 19, 2014.

17 Monitor 360 Interview with a Cyber-Physical Security Expert, July 24, 2014.
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to test autonomous vehicle computers for all possible bugs.'® As a result, autonomous vehicles are likely
to experience the same challenges as traditional computer systems.

Isolated or infrequent attacks would not necessarily affect transportation safety as a whole, but a sophisticated and
focused attack could warrant regional- or national-level attention. Malicious actors able to control one or more
autonomous vehicles could cause considerable danger and physical damage by engineering collisions with other
vehicles or cause a vehicle to crash. By focusing these attacks on fast-moving vehicles, vehicles carrying hazardous
materials, or crashing vehicles into city infrastructure such as bridges and tunnels, the potential loss of life could be
significant. Likewise, using widely disseminated malware—spread through attacks on a large number of individual
cars over time or through a vulnerability intentionally inserted in a software update—could expand the potential
for loss of life. Multiple actors working together could also target a larger group of vehicles to greater effect. Not
all damage caused by these attacks is necessarily physical; even a small-scale disruption might undermine consumer
confidence, cause panic, or, depending on government response, lower public trust.'”

Sample Vector 2: A malicious actor disrupts an autonomous vehicle’s sensor devices.

Autonomous vehicles depend on a series of external inputs—such as stop lights, road signs, and awareness of
other vehicles—making an attack on their sensor systems a relatively easy and inexpensive way to affect a large
number of these vehicles. Although it would be difficult to orchestrate
numerous autonomous vehicles to attack one specific target this type of
attack (e.g., a collision targeting a specific building), it could be successful
in causing mass confusion resulting in creating dangerous driving
conditions with potential for loss of life.?' Disrupting sensors for this
type of attack could be accomplished by placing a signal-jamming device
in a high-traffic area—e.g., on a freeway light post—or by affixing it to a
conventional car, drone, or other vehicle. A trend towards “sensor
fusion”—using multiple types of sensors—mitigates some risk by
creating redundancies.

In 2013, a truck driver with a $100
GPS jammer attached to his truck
accidentally jammed a satellite
network at Newark Airport as he
drove by the airport’s perimeter. In
this instance, the disruption was
accidental.”’

=  Standard methods of cybersecurity protection, such as complex cryptography and sophisticated security
standards, would do little to prevent an attack on an autonomous vehicle’s sensors.”? The risk of such an
attack comes from the susceptibility of onboard sensors to external inputs, not from flaws in onboard
cybersecurity. GPS devices are one example of autonomous vehicle sensors vulnerable to signal jamming,
as they are largely unable to distinguish normal inputs from potentially disruptive inputs (such as those
coming from a jamming device).”

=  Though illegal, GPS jammers are readily available online and can also be custom built using online
instructions and a basic understanding of electrical engineering.”* LIDAR sensors are also vulnerable to
outside interference. Although signal-blocking devices for autonomous vehicles would most likely need to
be custom built for this purpose, the associate attack strategy is fairly straightforward—requiring only that
a signal jammer be in the vicinity of a target device.

= Unlike GPS and other radio wave jamming devices, there are no Federal laws prohibiting LIDAR or other
laser-based jamming devices, and only a few States have outlawed them.” In addition, almost anyone who
can afford the relatively inexpensive disruption devices—costing as little as $150—could execute this type
of attack, as little specialized knowledge is necessary to disrupt autonomous vehicles in this way.?

18 Ullman, Ellen, “Errant Code? It's not just a Bug,” The New York Times, August 8, 2012; Townsend, Anthony, “Smart Cities: Big Data, Civic Hackers, and the
Quest for a new Utopia.” New York: W.W Norton & Company, 2013.

19 Monitor 360 Interview with an Urban Futurist June 28, 2014; Monitor 360 Interview with a Smart City Expert, June 25, 2014.

20 Gibbons, Glenn, “FCC Fines Operator of GPS Jammer That Affected Newark Airport GBAS,” http://www.insidegnss.com/node/3676, accessed November |9,
2014.

21 Monitor 360 Interview with an Autonomous Vehicle Expert, August 7, 2014.

22 Monitor 360 Interview with a Vehicle Communications Expert, July 31, 2014.

23 Although not discussed extensively here, sensor spoofing is an additional consideration beyond jamming. The wrong information that stems from spoofing can
lead to separate consequences than the lack of information related to jamming.

24 Monitor 360 Interview with an Autonomous Vehicle Expert, August 7, 2014; Monitor 360 Interview with a Transportation Scholar, August 7, 2014.

25 Federal Communications Commission, “GPS, Wi-Fi, and Cell Phone Jammers,” http://transition.fcc.gov/eb/jammerenforcement/jamfaq.pdf, accessed December 6
2014; “Florida Needs to Ban Radar Detectors,” Orland Sentinel, January 27, 201 1.

26 Law Enforcement Services, LLC, “Understanding Police Traffic RADAR & LIDAR,”

http://www.lawenforcementservices.biz/Law_Enforcement_Services, LLC/RADAR_-_LIDAR_TRAINING_files/Radar%20-%20Lidar%20Jammers.pdf, accessed July
10, 2015.
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Employed at scale or in strategically significant locations, signal disruption for

autonomous vehicles could pose a potential threat to public safety. Although Attacks, system errors, and
autonomous vehicles will enter a safety-mode upon recognizing errors— product recalls affect public
coming to a safe stop or returning vehicle control to a human driver—such confidence. Negative
incidents would still lead to congestion and unsafe conditions. The more sensor ~ impressions of Toyota rose
devices that have been compromised, the more haphazard these actions will from 17 to 41 percent
become, potentially leading to traffic inefficiency, car accidents, or panic.”® following a 2009 recall.”

Although such incidents are unlikely to cause widespread loss of life, signal

disruption attacks could undermine confidence in cyber-physical technology and create logistical challenges for
transportation and city administrators. The severity of the consequences would increase if the attack were
orchestrated to be widespread and in high-speed areas, or if the attack were targeted around tunnels or major
transportation hubs.

AUTONOMOUS VEHICLE TECHNOLOGY-SPECIFIC OBSERVATIONS

Changing Seams

= Unlike computers and mobile phones, autonomous vehicles may be difficult to supply with software
updates and security patches for technical and logistical reasons (i.e., the technology is complex and the
connectivity needed to support updates may be inconsistent; some updates may require consumers to
bring vehicles to a physical location). These challenges will compound as the volume of autonomous
vehicles increases.

=  Ensuring security for the number of car technologies that are designed for discrete purposes—from tire
pressure gauges to navigation to heating and cooling—is considerably more difficult than for technologies
that were designed to operate as a single integrated system.

Inconsistent Adoption

= Variety in the types of autonomous vehicles being built—including potential technology variations that
competitors deploy to distinguish themselves—has the potential to increase vulnerabilities associated with
vehicle interoperability.

=  Asautonomous vehicle use increases in cities, it will be difficult to identify autonomous vehicles that have
been compromised—and are under the control of—by malicious actors.

=  Global diversity among autonomous vehicle manufacturers will increase the potential for inconsistent
cybersecurity and, therefore, opportunities for malicious actors to introduce viruses, malicious code, or
other exploits into the system.

= During periods where city roads have a mix of autonomous and non-autonomous vehicles, safe and
efficient autonomous vehicle functionality will require more complex capabilities as autonomous vehicles
will have to account accurately for other autonomous vehicles, semi-autonomous vehicles, and
non-autonomous vehicles.

Increased Automation

=  The automation that comes with autonomous vehicles requires the use of a wide variety of sensors,
including LIDAR, GPS, radar, and video cameras, all of which add potential vulnerabilities and attack
vectors to autonomous vehicles.

27 Kelly, Anne Marie, “Has Toyota’s Image Recovered from the Brand’s Recall Crisis?” http://www.forbes.com/sites/annemariekelly/2012/03/05/has-toyotas-image-
recovered-from-the-brands-recall-crisis/, accessed December 8, 2014.

28 Edwards, Jim, “Here's The Most Obvious, Terrifying Flaw In Google's Self-Driving Car Prototype: The 'Panic Button,
googles-self-driving-car-prototype-the-panic-button-2014-5, accessed December 6, 2014.

”

http://www.businessinsider.com/flaw-in-
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POSITIVE TRAIN CONTROL

Positive Train Control (PTC) is a system of remote sensors and automated control devices primarily designed to
stop or slow a train automatically to prevent dangerous situations. Through wired and wireless connections and
automated acceleration and deceleration controls, PTC is used to prevent train-to-train collisions, derailments
caused by excessive speed, and unauthorized movement of trains. PTC systems typically involve four elements:
onboard systems, wayside systems, a central dispatch center, and a communication system. Onboard systems are
located on trains themselves and include GPS and other location systems, as well as train control systems.
Wayside systems include signal crossings, track switches, and maintenance points. The communication system
transmits inputs from these first two systems to the dispatch center. Track information is than transmitted from
the dispatch center back to the trains and wayside infrastructure. These commands can result in suggestions for
train and infrastructure operators or can be programmed to carryout operational changes automatically.

In 2008, the U.S. Congress mandated the implementation of PTC systems on most railroad networks, by
December 2015. Currently, some progress has been made, but many rail agencies have indicated they do not have
the necessary resources to meet the deadline, and they are uncertain if the technology and training necessary for
full PTC operation will be ready.”” The Government Accountability Office and others have recommended granting
extensions on the 2015 PTC mandate, and several bills have been introduced to extend the deadline, but as of July
I, 2015 no extension has been granted.*

PATHWAY 2: POSITIVE TRAIN CONTROL SYSTEM FAILURES

Sample Vector |: A malicious actor accesses and manipulates PTC systems to threaten rail safety
and cause collisions or derailments.

A malicious actor could create unsafe conditions by transmitting an “all clear” signal, despite the presence of a
stalled train, or by blocking transmission of a signal warning of a stalled

train or upcoming sharp turns. Similarly, an actor could access PTC In 2008, a teenager allegedly
systems to stop trains at specific locations, leaving cargo, passengers, and remotely accessed a tram system
crew vulnerable to hijacking or other types of attack. Such cyber-attacks in Lodz, Poland, and successfully
could be accomplished by sending faulty signals directly to onboard PTC manipulated signal controls. By
components to warn of danger ahead, or by manipulating wayside signals observing train movement

(e.g., displaying red signal lights) to stop approaching trains. Both situations ~ Patterns from public locations,
could trigger automatic braking mechanisms onboard a targeted train. he was able to change signals
Alternatively, a malicious actor could block the availability of incoming that caused derailments and
track information from a dispatch center, causing a safety-override mode injuries.”

on affected trains that often results in an automated full stop.

=  The inherent level of automation and controllability of PTC systems makes vulnerabilities particularly
dangerous if a malicious actor can exploit them.*? After obtaining system level access, an actor could
execute a variety of commands, many of which could cause a chain of automated reactions with little or
no human oversight to recognize unsafe dynamics and warning signs. Malicious actors could exploit a wide
variety of system entry points, as PTC and railway systems involve a considerable amount of hardware
spread over a large area, including rural and geographically remote and hard-to-access locations.

=  The dispersed nature of PTC systems allows threat actors the ability to also conduct attacks, by
connecting to the device both physically and remotely, and to bypass secured dispatch or command

29 Boardman, Joe, “Train safety takes money, cooperation.” http://www.usatoday.com/story/opinion/2013/12/16/derail-amtrak-railways-safety-column/4002855/,
accessed November |5, 2014; Monitor 360 Interview with a Transportation Scholar, August 7, 2014.

30 Government Accountability Office, “Actions Have been taken to Enhance Security, but the Federal Strategy can be Strengthened and Security Efforts Better
Monitored.” http://www.gao.gov/products/GAO-09-243, accessed November 3, 2014; S.650, Railroad Safety and Positive Train Control Extension Act,
https://www.govtrack.us/congress/bills/ | 14/s650, accessed July 13, 2015; S.1006, A Bill to Incentivize Early Adoption of Positive Train Control, and For Other
Purposes, https://www.govtrack.us/congress/bills/1 14/s1006 , accessed July 13, 2015.

31 Grant, lan, "Schoolboy hacker derails Poland's tram network," http://www.computerweekly.com/news/2240084537/Schoolboy-hacker-derails-Polands-tram-
network, accessed December 6, 2014.

32 Monitor 360 Interview with a Cyber-Physical Systems Expert, July 28, 2014.
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centers.”® A threat actor that gains system level access could potentially surreptitiously control or stop a

train.

At a minimum, PTC disruptions or errors in the system could potentially result in dangerous speeds and the
increased potential for collision and derailment. A more focused attack could result in national-level security
repercussions. Targeting crowded passenger trains (e.g., colliding two passenger trains at high speeds or near
crowded platforms) or trains carrying dangerous chemicals or explosive materials (e.g., Toxic Inhalation Hazard

cargo such as chlorine gas), could lead to loss of life or economic damage.**

Sample Vector 2: Interoperability failures lead to significant system errors.

Many railroad companies share portions of the same tracks, creating a
diverse, inter-connected system in which different sections of track are
controlled by different companies. As each company is responsible for
implementing its own PTC system, interoperability is crucial to
minimize unsafe conditions. The Legislation mandating the
implementation of PTC technology includes a requirement that all PTC
systems are interoperable among the different rail lines compounding
the issue of complying with the mandated deadline.*® The technology
required to allow PTC interoperability across different railroad
systems—different railroad systems must be able to communicate to
each other, and trains must be able to operate on multiple railroad
systems—is still in development, making it difficult to install PTC
systems that guarantees future interoperability. In addition, although
most railroad companies have sought interoperability agreements with
other companies in their railroad classification, there is little
transparency regarding how much attention intra-class interoperability
is receiving.”’ Ensuring interoperability that allows for future
technologies and uncertainties is also challenging. Similarly, inconsistent

In June 2009, a Washington, DC
Metro system train crashed into a
stopped train, resulting in nine
fatalities and 52 injuries. The cause
was deemed to be a faulty track
circuit, which failed to register and
relay the presence of the stopped
train back to the dispatch center.
Not recognizing the presence of a
stopped train, the dispatch center
indicated that other trains in the
area should proceed as normal,
resulting in the crash. The National
Transportation Safety Board
indicated that the Washington
Metropolitan Area Transit
Authority (WMATA) failed to

conduct proper maintenance, and
the manufacturer of the track
circuit failed to provide a
maintenance plan to WMATA.?

implementation and poor maintenance could cause problems and
system errors. Even with a focus on testing and failsafe mechanisms,
computer systems inevitably experience some degree of bugs, glitches,
and errors, and even a single bug can lead to catastrophic
consequences. For example, in 2006 a bug in San Francisco’s BART
transportation system caused three rail lines to shut down over 7 hours. Nobody was injured, but estimates put
the economic cost of similar shutdowns at $1 billion.*® As networked PTC systems grow, so will their complexity,
making controllability to prevent errors all the more challenging.

Errors in PTC systems could have regional-level consequences, most likely in the form of delays, which would
inflict a secondary effect on the National economy. Interoperability problems leading to malfunctions are less likely
but could also cause collisions or unsafe speeds. Any system error resulting in a train collision, particularly
involving fatalities, could increase public fear of rail travel, although accidents from system errors are unlikely to
have the same negative psychological impact as a directed attack on PTC systems.”

33 Monitor 360 Interview with a Transportation Scholar, August 7, 2014.

34 Branscomb, Lewis et al, “Rail Transportation of Toxic Inhalation Hazards,” http://www.hks.harvard.edu/m-
rcbg/rpp/Working%20papers/Rail%20Transportation%200f%20TIH.pdf, accessed December 8, 2014.

35 “Collision of Two Washington Metropolitan Area Transit Authority Metrorail Trains Near Fort Totten Station.”
http://www.ntsb.gov/doclib/reports/2010/RAR 1002.pdf, accessed November 18, 2014.

36 The Rail Safety Improvement Act of 2008 and “Freight Railroads Assert FCC-Required Antenna Review Lengthening Delays in Installing Positive Train Control.”
https://www.aar.org/newsandevents/Press-Releases/Pages/Freight-Railroads-Assert-FCC-Required-Antenna-Review-Lengthening-Delays-in-Installing-Positive-Train-
Control.aspx, accessed November 9, 2014.

37 Stagl, Jeff, “Railroads Set Positive Train Control Development & Interoperability Strategies to Meet 2015 Mandate.”
http://www.progressiverailroading.com/ptc/article/Railroads-Set-Positive-Train-Contol-PTC-Development-amp-Interoperability-Strategies-to-Meet-20 1 5-Mandate--
18969, accessed October 7, 2014.

38 Townsend, Anthony, “Smart Cities: Big Data, Civic Hackers, and the Quest for a new Utopia.” New York: W.W Norton & Company, 2013.

39 Monitor 360 Interview with a Transportation Scholar, August 7, 2014.
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POSITIVE TRAIN CONTROL TECHNOLOGY-SPECIFIC OBSERVATIONS

Changing Seams

= As PTC-equipped rail links remote and urban areas, PTC infrastructure may establish new cyber-physical
connections between remote and urban areas. In turn, vulnerabilities that a malicious actor exploits in
remote areas may extend consequences to urban areas and vice versa.

= Widespread PTC introduces new, networked hardware devices throughout the rail systems. These
devices—spread across urban and remote points of the system—add countless physical access points into
cyber-physical rail networks, increasing the attack surface.

Inconsistent Adoption

= Increased diversity in PTC technology, specifically in radio frequency usage, will make it more difficult to
secure frequencies or monitor for unauthorized usage.

= Where different PTC systems fail to interact smoothly, system errors can increase the reliance on manual
control and the potential for human error, particularly if manual skills have atrophied as automation has
become more prevalent.

Increased Automation

=  As rail automation and efficiency increases with ubiquity, potential staff decreases could result in less
human oversight, less maintenance and repair capacity, and a loss of institutional knowledge.

=  The presence of networked wayside devices, such as signals and track switches, will leave even the most
secured trains vulnerable to compromised wayside devices.

INTELLIGENT TRANSPORTATION SYSTEMS

An Intelligent Transportation System (ITS) is a system in which real-time data is gathered and used to inform
automated decisions regarding the function of traffic-related infrastructure and hardware. These systems typically
include four main elements: sensors that gather information on traffic conditions, controllers that make changes to
traffic control devices (e.g., traffic lights), a central computer to analyze data and suggest system adjustments, and a
communication system to link the various components. Although traffic communication networks have
traditionally been hardwired, cities are increasingly looking to wireless networks for such communications. For
example, an ITS-enabled intersection could have a video camera or an in-ground induction loop sensor to detect
the presence of cars. These sensors would transmit data to a controller, which could then optimize the function of
a traffic light for traffic conditions. Controllers can be pre-programmed to take certain actions based on inputs
from local sensors or can be manually controlled from a central point. In either case, the data collected by sensors
is transmitted back to a central computer, where it is analyzed and added into the broader data collection pool.

Several pilot implementation programs around the country have already proven relatively successful, including the
“Midtown in Motion” program in New York City, covering a | 10-block area. As the safety and efficiency benefits
of these systems become apparent, it is likely that adoption rates will increase as other cities strive to follow suit.*

PATHWAY 3: INTELLIGENT TRANSPORTATION SYSTEM DISRUPTION

Sample Vector |: A malicious actor accesses ITS networks during a natural or man-made disaster
to create unsafe driving conditions or system congestion, trapping people in an affected area.

By targeting communications or central computing systems, a malicious actor could cause multiple traffic signaling
devices to shut down or, more likely, enter a failsafe mode (e.g., a blinking red light). Alternatively, a malicious
actor could target traffic signaling devices themselves, causing local and regional disruptions that increase
congestion and decrease safety in specific target areas.

40 Monitor 360 Interview with a State Transportation Administrator, August 29, 2014.
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= The large number of networked devices in an ITS network creates multiple potential entry points for an
actor seeking access to the system, increasing vulnerabilities to a malicious attack.*' Traffic lights, for
example, could be a relatively accessible vector for malicious actors to gain access to the broader ITS
network, particularly if the traffic lights are in low-traffic and hard-to-monitor areas.

= Wireless communication networks used by ITS systems are also vulnerable to this kind of attack, partially
due to the propensity of ITS administrators to route

communications through existing enterprise networks. In 2014, a University of Michigan
Although such routing generally provides convenience and cost  team accessed a tradffic light
benefits, shared commercial networks are often less secure. network using readily available
The lower security standards, visibility, and control inherent in hardware. Once inside the system,
many commercial networks, as well as the familiarity many the team quickly gained the ability
hackers have with these systems, would make it easier for a to change trdffic signals, alter logic
malicious actor to observe or intercept ITS data.” commands, and disable the signal

devices. Similarly, security
researchers at IOActive recently
highlighted the ease of accessing
ITS infrastructure and the lack of
attention these vulnerabilities
receive from both technology
vendors and local administrators.”

= |TS technology may be more vulnerable to attacks coinciding
with natural or man-made disaster because of the fragility of
many widely used communication nodes during such events.
Wi-Fi and cellular systems frequently become overloaded and
fail—or are directly damaged and fail—during crises, as
evidenced by the September | I, 2001 attacks, Hurricane
Katrina in 2005, and the 201 | tsunami in Japan.* The
brittleness of these communication nodes during crises could
make it easier for actors to impact driving conditions and contribute to overall congestion.

The consequences of this type of attack would largely relate to constrained vehicle flow in the targeted area, and
an increase in dangerous driving conditions.* More specifically, congestion could prevent efficient egress in
situations of immediate danger or prevent emergency personnel from providing timely assistance, leaving higher
risk citizens and those with injuries more vulnerable. If an actor executed an attack to coincide with a manmade
incident or natural disaster, the inability to travel by road would likely contribute to panic, loss of life, or overall
danger resulting from the initial incident.

Sample Vector 2: A malicious actor tampers with ITS data integrity to lower long-term system
functionality, trust, and safety.

When two lanes on the George
Washington Bridge were
unexpectedly closed in November
2013, conservative estimates hold
that the resulting traffic jam, which
only lasted for several hours, cost
the New York economy more than
$7 million. In addition to economic
costs, the resulting traffic jam
prevented emergency vehicles from
responding to calls and drastically
lowered overall response time.'

A malicious actor could interfere with data integrity in an ITS system by
targeting networked transportation infrastructure devices or by
inserting inaccurate information into the system. Altering sensor data
integrity could cause dissemination of faulty information to the broader
system, causing the system’s central computers to issue inefficient or
unintentionally unsafe commands to other network devices. Although
ITS systems will be able to recognize and block known faulty or clearly
dangerous signals, inauthentic signals that are merely inefficient will be
harder to identify. Instead of destroying devices or creating other kinds
of visible damage, this tampering with data integrity could instead make
subtle changes to otherwise functional systems. As a result, recognizing
the presence of an attack and then identifying and blocking the source
would likely be difficult, time-consuming, and expensive.* The inability
to recognize and remove a problem quickly could amplify the impact of an attack the longer the faulty data remains

41 Monitor 360 Interview with a Vehicle and Hardware Hacker, July 30, 2014.

42 Ghena, Branden, et al, “Green Lights Forever: Analyzing the Security of Traffic Infrastructure.” https://jhalderm.com/pub/papers/traffic-woot|4.pdf, accessed
November 17, 2014; Cerrudo, Cesar, “Hacking US Traffic Control Systems.” http://blog.ioactive.com/2014/04/hacking-us-and-uk-australia-france-etc.html, accessed
November |6, 2014.

43 Monitor 360 Interview with a Vehicle Communications Expert, July 31, 2014; Monitor 360 Interview with a Vehicle and Hardware Hacker, July 30, 2014.

44 Townsend, Anthony, “Smart Cities: Big Data, Civic Hackers, and the Quest for a new Utopia.” New York: W.W Norton & Company, 2013.

45 Ghena, Branden, et al, “Green Lights Forever: Analyzing the Security of Traffic Infrastructure.” https://jhalderm.com/pub/papers/traffic-woot | 4.pdf, accessed
November 17, 2014.

46 Monitor 360 Interview with a Vehicle and Hardware Hacker, July 30, 2014.
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in the system. Further, the large number of authorized users necessary to operate, maintain, update, and repair ITS
networks will make it difficult to monitor and identify suspicious behavior and potentially allow threat actors to
disguise their actions behind standard procedures or background noise of daily operations.

Although most attacks of this nature would likely result in isolated traffic congestion and a small number of traffic
accidents, there are several ways they could have more significant economic and national security consequences.”
Executed across multiple areas of multiple cities, the effects of such an attack could cause loss of life and foster
mistrust in Smart City technology. A group of malicious actors working together could manipulate incoming and
outgoing ITS data in multiple intersections, onramps, toll plazas, interchanges, and other critical ITS sensor
locations across a city. Prolonged red lights, a lack of metering on onramps during rush hour, or the closing of
reversible lanes could cause citywide traffic congestion, potentially affecting a city’s transportation grid for
extended periods of time—depending on the severity of the attack. Estimates put the opportunity cost of an
individual sitting in traffic—or the cost to a local economy—at roughly $17 per hour of person travel.”® Multiple
engineered traffic jams across a series of large cities along the Eastern Seaboard, for example, could negatively
affect the local economy while ripple effects could cascade to the state, regional, or national level.

INTELLIGENT TRANSPORTATION SYSTEM TECHNOLOGY-SPECIFIC
OBSERVATIONS

Changing Seams

= As ITS systems become more pervasive in Smart Cities, the systems will introduce new, networked
devices (e.g., traffic signals, traffic signs, or standalone sensors) and expand avenues for remote access to
the entire system.

=  High numbers of communication links within ITS increases the attack surface and may lead to the use of
existing public or commercial communication networks—many of which use commercial networks lacking
robust security capabilities.

Inconsistent Adoption

= Although ITS implementation costs are likely to stabilize over time, security and maintenance will
perpetually fluctuate as cities discover and adapt to new vulnerabilities and technology advancements,
making change and adaptation part of the status quo.

= Once ITS systems become pervasive, they will involve a significant number of devices and components
over a large area, all requiring regular maintenance and upgrades. Smaller or budget-constrained cities
implementing ITS may not have the staff or resources necessary to maintain ITS systems securely.

= As TS technology and guidelines evolve, cities will see increasing challenges in keeping the systems
interoperable, secure, and efficient. Such challenges are particularly true for early ITS adopters, who may
require more frequent, incremental upgrades that bring potential interoperability issues (versus later
adopters, who may be better positioned to pursue larger-scale system replacements with more proven
technologies).

VEHICLE-TO-VEHICLE AND VEHICLE-TO-INFRASTRUCTURE

Vehicle-to-vehicle (V2V) technology uses Dedicated Short-Range Communications—a technology that is similar to
Wi-Fi and has a range of about 3,000 feet—to allow vehicles to "talk" to one another and to stationary
infrastructure such as buildings and street lights.* Cars and trucks on a V2V network can send and receive data
about their location, speed, and distance relative to other connected cars in order to alert drivers to potential
dangerous situations. For example, Left Turn Assist alerts drivers when oncoming traffic creates unsafe left turn

47 Monitor 360 Interview with an ITS Administrator, September 30, 2014.
48 “2012 Urban Mobility Report,” Texas A&M Transportation Institute. http://mobility.tamu.edu/ums/report/, accessed November 19, 2014.
49 3,000 feet is based on ideal conditions. There are a number of variables that affect the range of Dedicated Short-Range Communications at any given time.
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situations. Intersection Movement Assist helps drivers avoid collisions in dangerous or crowded intersections.®
Vehicle-to-infrastructure (V2I) systems allow physical infrastructure—including traffic signals and onramps—to
inform vehicles of their presence, and to allow vehicles to send information to the infrastructure. For example, a
stoplight could suggest a speed that would allow an approaching driver to arrive at the light as it changes to green,
reducing stop and start time and overall congestion.

With strong support from Federal, State, and local government—including a 2012 “Safety Pilot” model deployment
program in Ann Arbor, Michigan, in which nearly 3,000 vehicles were networked—V2V and V2| technologies are
likely to become widely used within 5 — 10 years.*' In 2014, the National Highway Traffic Safety Administration
(NHTSA) announced that it was working on a new regulation to mandate V2V technologies in all cars in the near
future, with the goal of promoting widespread adoption. These new regulations may take effect by 2020, by which
time some experts estimate over 25 percent of cars will have V2V technologies and over 60 percent of cars will be
connected.

PATHWAY 4: WIDESPREAD MALFUNCTION OF AUTOMATION SYSTEMS

Sample Vector |I: A malicious actor disrupts V2V and V2I signals to impact system functionality.

A malicious actor could interfere with safety-related data as it is communicated over V2V networks. Blocking a
vehicle’s data output regarding sudden braking, acceleration, lane changes, or turning would leave surrounding
vehicles blind to these actions. Malicious actors could also manipulate a vehicle’s computer system such that the
data sent out to surrounding vehicles is based on faulty information. Alternatively, a malicious actor could disrupt
V2| networks, targeting networked traffic devices or V2I relay points. Inaccurate information about upcoming road
features—including lane merges, sharp turns, or dangerous conditions ahead—could severely curtail system
performance and affect a larger number of networked vehicles, as faulty information would be disseminated to all
cars in a given area.” The use of on-board sensors identifying traffic independently of the V2V network may create
redundancies that lower risk.

=  The involvement of multiple vendors in the design and construction of automation systems will likely
introduce vulnerabilities into the technology. Automobile manufacturers are likely to outsource the design
and installation of various aspects of their automation system.”

=  The safety features these technologies provide will likely lead to atrophied vigilance and responsiveness as
people become accustomed to automated controls. Unexpectedly removing the safety features provided
by functioning automation systems could have a disproportionately harmful effect on safety conditions if
that were to occur after drivers have been using automation systems for some time.**

= As mentioned previously with autonomous vehicles, when specific vulnerabilities are identified, installing
system updates and security patches in V2V-enabled vehicles may be inconsistent and time-consuming
depending largely on individual owners’ prerogative.”® Although vehicle manufacturers can currently
“push” security updates to vehicles in an efficient way, manufacturers will need to assess repeatedly the
security aspects of such “push” updates as more cellular and Wi-Fi connectivity in vehicles potentially
create unanticipated network linkages between systems.*

The consequences of an attack against V2V and V2| signals could affect local public safety in a Smart City, although
the consequences would likely be limited to traffic accidents and congestion. Manipulating onboard automation
systems would require a malicious actor to maintain close proximity with target vehicles, limiting the range of any
attack. Attacking a V2I device would allow malicious actors to impact a large number of vehicles at once. For

50 Halsey, Ashley, “Communication between car computers may reduce accidents by up to 80 percent.”
http://www.washingtonpost.com/local/trafficandcommuting/direct-communication-between-car-computers-may-reduce-accidents-by-up-to-80-
percent/2014/02/03/b55e9330-8d | a- | 1e3-833c-33098f9e5267_story.html, accessed November 19, 2014.

51 Monitor 360 Interview with a Vehicle Communications Expert, July 31, 2014.

52 bid.

53 bid.

54 Monitor 360 Interview with a National Highway Administrator, August 6, 2014.

55 Monitor 360 Interview with an Autonomous Vehicle Expert, August 7, 2014; Mimoso, Michael, “Car Hacking Enters Remote Exploitation Phase,”
http://threatpost.com/car-hacking-enters-remote-exploitation-phase/ 107626, accessed November 19, 2014.

56 Pushing software changes (especially automated control functions) to vehicles is significantly different than updating a computer or other system. Regulatory
authorities will need to determine whether and how the vehicle will remain approved for operation if the software update changes the operating characteristics of
the vehicle. Email from Department of Transportation, Federal Highway Administration, January 21, 2015.
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example, if a networked traffic light sends a signal to networked cars in an area to indicate a traffic light suddenly
turned red when it is actually green, multiple cars would be forced to brake rapidly, increasing the risk of
collisions. If executed across multiple sections of high-speed areas, this type of attack could cause multiple

accidents, potential loss of life, and potential economic impact.

Sample Vector 2: A malicious actor capable of disrupting V2V and V2I networks blackmails

automobile owners or manufacturers.

A malicious actor could demonstrate the ability to disrupt a networked
vehicle’s V2V or V2| functionality on a small scale and then blackmail
the vehicle’s owner. Additionally, the malicious actor could threaten to
manipulate the system on a larger, more publicized scale, and blackmail
the vehicles’ manufacturer unless a fee is paid. The consequences of this
type of attack could warrant regional- or national-level attention based
on the potentially large-scale economic fallout for automobile
manufacturers, and the attack may negatively affect public trust and
confidence in cyber-physical technology more generally. If this type of
incident were to occur, automobile manufacturers may have to undergo
potentially expensive security patches to fix the exploitation in
question. Public knowledge of this type of incident could cause
consumers to question the safety and security commitment of the
manufacturers of V2V-enabled vehicles, which could slow adoption
rates and cause economic damage to car companies using V2V and V2|
technology.

Blackmail involving cybersecurity is
not unprecedented, as hackers have
previously demanded ransoms from
companies including Nokia,
Domino’s Pizza, Evernote, and
Feedly after demonstrating their
ability to access encrypted files and
otherwise disrupt services. Although
not all victims have given in to
hackers’ demands, some hacks have
been deemed serious enough to
justify paying a ransom, as was the
case in 2007 when Nokia paid a
ransom of several million dollars to
prevent the release of stolen
encryption keys.*’

VEHICLE-TO-VEHICLE AND VEHICLE-TO-INFRASTRUCTURE

TECHNOLOGY-SPECIFIC OBSERVATIONS

Changing Seams

= As V2l systems become more pervasive, they will interact with—and perhaps become part of—
simultaneously evolving cyber-physical infrastructure systems (such as ITS), requiring that system
developers and city administrators continually address interoperability and security beyond initial

implementation stages.

= V2l systems will leave V2I- and V2V-enabled cars vulnerable to direct attacks on the automobiles
themselves and to attacks on a wide variety of infrastructure devices, which may receive less security

scrutiny than automobiles.

Increased Automation

=  As the driving assistance features of V2V and V2| systems become more ubiquitous, drivers are likely to
increasingly rely on such features. This reliance may result in skill atrophy, eroding driver proficiency and
increasing vulnerability to accidents and congestion in the event of a system failure.

57 Farivar, Cyrus, "Nokia paid millions in ransom to stop release of signing key in 2007," http://arstechnica.com/tech-policy/20 1 4/06/nokia-paid-millions-in-ransom-to-

stop-release-of-signing-key-in-2007/, accessed November 17, 2014; and "Hackers steal Dominos Pizza customer data in Europe, ransom
sought," http://www.reuters.com/article/2014/06/1 6/us-dominos-pizza-cybersecurity-idUSKBNOER I TF201406 | 6, accessed November 16, 2014; McGregor, Jay,
"Feedly And Evernote Go Down As Attackers Demand Ransom." http://www.forbes.com/sites/jaymcgregor/2014/06/1 | /feedly-and-evernote-go-down-as-attackers-

demand-ransom/, accessed November 18, 2014.
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ELECTRICITY IN SMART CITIES

This section focuses on the future dynamics of cyber-physical infrastructure in Smart Cities within the Electricity
Subsector of the Energy Sector, as part of a broader series of Sector-level inquiries emphasizing security and
resilience. Smart City technology security challenges are likely to affect the general security risks already inherent
in electricity networks. Potential sources of increased risk include:

= Advances in bottom-up innovation and distributed generation technology will complicate how electricity
utility companies operate, adding new security, stability, and interoperability variables.*®

=  Smart technologies will increase the networking and automation of generation, distribution, transmission,
and metering processes in the electricity grid. In addition to addressing new security vulnerabilities,
avoiding interoperability problems and performance issues will be a challenge.

= Smart grids will introduce a large number of hard-to-secure physical devices with networked
connectivity—many of which will interact directly with customers—expanding the attack surface and
introducing hard-to-control variables.

Three cyber-physical technologies that will be part of future Smart City electricity systems are smart power
generation plants, smart distribution and transmission, and advanced metering infrastructure.

SMART POWER-GENERATION PLANTS

Adoption of smart power-generation technology in large power plants is increasing, with many utility
administrators seeking collaboration to set standards and increase information sharing.*® Smart power-generation
systems use an array of networked sensors and meters to gather real-time system data—from both inside a
power-generation plant and from the outside system, including transmission and distribution systems. This data is
transferred through communication networks to a central control point for analysis. Intelligent electronic
devices—such as programmable logic controllers—and supervisory control and data acquisition (SCADA) systems
then automatically respond with automatic generation control. As power-generation plants have become
increasingly automated, the combination of new automated capabilities and advanced networking present
opportunities to identify problems faster, reduce costs, and increase overall system efficiency. These additions,
coupled with new power-generation systems designed to adjust load demand more rapidly, can improve
power-generation facilities’ ability to meet constantly changing energy demands accurately and rapidly.

Changing consumer demands, environmental factors, resource availability, and new power-generation strategies
increase the need for faster regulation and load following. For example, increasing numbers of solar panels and
wind turbines can be considered part of the smart power-generation landscape—known as distributed
generation—complicating the load-balancing equation by increasing the number of generation sources. Unlike
traditional electricity generation, which usually comes from a smaller number of larger facilities, distributed
generation infrastructure relies on a larger number of dispersed facilities. This increases the overall number of
failure points in the power-generation system, while increasing variation in available output. Conditions that are
less conducive to energy generation (such as cloud cover or lack of wind) could leave customers in need of
additional electricity-generation sources, putting an unanticipated strain on legacy generation facilities. Many
existing generation plants are unable to increase energy production quickly and are not designed to handle a
rapidly changing demand for power.®’ Although advances in energy-storage technology may help ease this burden,
smart load is also a central aspect of increasing load-balancing capabilities.

58 “Distributed generation,” also sometimes known as embedded-generation technology, refers to solar, wind, and other decentralized forms of energy generation.
Private individuals or organizations can install and manage distributed generation systems with limited involvement from public energy utility companies.

59 Monitor 360 Interview with Energy System Engineer, November 3, 2014.

60 Monitor 360 Interview with Smart Grid Expert, October 31, 2014.
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PATHWAY |: SMART POWER-GENERATION PLANT DISRUPTION

Sample Vector |: A malicious actor gains access to SCADA systems or other control systems within
a power plant to damage components and disrupt electricity delivery.

Because of the high degree of connectivity and automation in smart power-generation systems, a malicious actor
able to exploit system weaknesses, might be able to take control of a large number of critical components within
one or several smart power-generation plants, including boilers, turbines, pumps, and valves. Control of these
components could be used to take a variety of disruptive actions such as changing the flow of steam to a turbine;
underserving or overwhelming it; keeping a turbine spinning without necessary lubrication; or preventing water
from reaching a cooling system. A malicious actor could also engage in harmful subterfuge, turning off SCADA and
other remote capabilities to prevent remote fixes. Data manipulation could be used to hide the presence of a
disruption, increasing the likelihood of resulting breakage or wider system impact. Data manipulation could also be
used to deliver false data readouts, prompting operators or administrators to take inefficient or dangerous
actions.®' These attacks could be launched by anyone with access to these systems, including unauthorized access
by insiders or hackers.

A malicious actor could also conduct attacks using malicious software. By using infected hardware, emails, or
transmission vectors, a malicious actor could introduce malware that is designed to change various parameters in
smart power-generation systems, with the goal of breaking machinery. Actors could design malware to locate and
manipulate specific hardware devices or software systems, wait to execute an attack at a pre-determined time, and
seek opportunities to propagate further.

=  Many power-generation plants use decades-old technology and infrastructure, with purpose-built
networks and control systems. As these systems were not designed to be networked into a broader
system—from either a security or functionality perspective—the introduction of networked and
cyber-physical systems brings new security challenges.®> Many of these traditionally isolated systems with
limited or one-way communication capabilities, such as SCADA systems, are now connected to two-way
communication technology. Both the lack of native cybersecurity features and the difficulty of adding
comprehensive cybersecurity features into pre-existing hardware increase vulnerability to cyber-attacks.®®
A malicious actor with access to a highly networked power-generation plant would have control over
many more system functions than in a traditional plant.

= The desire for grid efficiency and transparency leads many power companies to connect long-segregated
control systems to additional outside systems and to the Internet, increasing the overall attack surface.
The reliance on power plant operators and utility companies to self-report security regulation
compliance—and the fact that regulations only require that minimum standards be met—makes it difficult
to ensure that utilities employ adequate safeguards.®*

= Utility administrators face a challenge from engineers and system operators who may resist upgrading or
changing the legacy software. The reluctance to upgrade or change software could manifest itself in
varying ways. For example, engineers and operators may be reluctant to operate modern cyber-physical
systems or to install new security updates for fear of causing unanticipated consequences that damage
established and understood configurations.®®

= |t is often prohibitively expensive or disruptive to service to update or replace outdated systems.
Administrators may therefore choose to accept the risk of operating with legacy systems.

=  Some large components, such as transformers and turbines, have a limited number of manufacturers and
are only made to order, and therefore have long lead times for replacement. If these components are
damaged, the long replacements time can lengthen the impact of attacks on smart power plants.

6! Monitor 360 Interview with Smart Grid Expert, October 31, 2014.

62 Monitor 360 Interview with a Cyber-Physical Security Expert, July 24, 2014.

63 Monitor 360 Interview with Cyber-Physical Energy Expert, August 28, 2014.

64 Monitor 360 Interview with Cyber Security Expert, June 30, 2014, and, “Feds Fear Coordinated Physical, Cyber-Attack on Electrical Grids.”
http://www.nationaldefensemagazine.org/archive/20 | 2/september/Pages/FedsFearCoordinatedPhysical,Cyber-AttacksonElectricalGrids.aspx, accessed October 17,
2014.

65 Monitor 360 Interview with Energy System Engineer, November 3, 2014.
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Attacks on smart power-generation plants could have a significant impact at the local or regional level if they cause
ongoing brownouts or blackouts, especially if an attack targets multiple plants at the same time. In addition, a
purposefully caused power outage could cause significant economic damage as many businesses would be unable to
operate. Blackouts that are publicized as resulting from attacks may cause mistrust towards public utilities, and
increase the potential for unrest or panic. An attack targeting multiple smart power-generation plants would
increase the affected area and lead to longer outages, increasing the likelihood of loss of life and other negative
impacts. The effects of any attack targeting physical hardware would be particularly problematic, as some
generation components do not have regularly available spare units in storage due to their size and cost, and also
require long lead times to build, ship, and install.®

Sample Vector 2: A malicious actor exploits vulnerabilities in widely used information technology
(IT) services or third-party vendors to disrupt smart power-generation plants.

By targeting hardware and technology manufacturers—i.e., inserting

security vulnerabilities or backdoors prior to device installation—a The National Information Solutions
malicious actor could potentially gain access to multiple power- Cooperative is an example of
generation facilities simultaneously A malicious actor could also take smaller energy and

advantage of widely used commercial IT services to attack multiple telecommunications companies
power systems concurrently. By gaining system administrator access or working together to share collective
by altering software, a malicious actor could target critical components knowledge and information

in smart power-generation plants. Software or control systems could be technology systems, and create a
adjusted to decrease efficiency and system responsiveness; to shut more affordable IT solution for the
down components or power-generation plants; or to damage or operation of Smart City

destroy specific components within generation plants. Similarly, as the technologies in the Energy Sector.®’

linking of power-generation facilities to one another increases, a
malicious actor potentially could access power-generation facilities in smaller cities to gain access to facilities in
larger cities.*®

=  Cities and utilities may employ third-party or cooperative IT systems, potentially increasing the number of
vulnerabilities that could be exploited by a malicious actor.®’

= Alternatively, groups of smaller cities may seek to collaborate in the form of IT cooperatives, utilizing
their collective experience and knowledge to overcome their resource limitations.

These vulnerabilities could have a significant impact on national security if they were exploited to destroy
components in smart power plants and to cause power outages. If a malicious actor inserted malware or design
flaws into a widely used third-party IT system, the actor could gain the ability to cause blackouts across multiple
power-generation facilities, possibly leaving entire regions without power.” If power-generation companies within
a city rely on third-party or shared IT systems for all of their power-generation, cutting off power to all systems
that rely on these tools could leave hundreds of thousands without power. If malicious actors were able to
penetrate several distinct widely used systems, the loss of life and economic impacts could be greatly multiplied.

Sample Vector 3: Installation of new cyber-physical components onto legacy components leads to
interoperability problems, unintended consequences, and smart generation system disruptions.

System errors involving SCADA systems in power plants are not a new development. However, the level of
interconnectedness, automation, and controllability of cyber-physical components will likely lead to a trial-and-
error period, necessitating near-constant system updates. Updates themselves often increase overall complexity by
fixing a specific problem but introducing more unintended risk.”

Evolving smart generation systems are also likely to experience system errors caused by the increase in system
interactions, particularly surrounding distributed generation technologies—i.e., solar panels on residential roofs or

66 Monitor 360 Interview with Smart City Security Expert, July 21, 2014.

67 National Information Solutions Cooperative, http://www.nisc.coop/, accessed December 5, 2014.

68 Monitor 360 Interview with Smart Grid Analyst, November 3, 2014.

69 Monitor 360 Interview with Smart Grid Expert, October 31, 2014.

70 bid.

7l Townsend, Anthony, “Smart Cities: Big Data, Civic Hackers, and the Quest for a new Utopia.” New York: W.W Norton & Company, 2013.
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wind turbines on university or corporate campuses.”> Many of these systems will be installed and managed by
customers themselves, with little or no involvement from utility companies, likely leading to unintended
consequences with potentially system-wide effects.”” For example,
although active voltage regulation is currently not permitted for
residential customers, in the future a home solar panel may be able to
automatically adjust voltage settings on a distribution feeder.
Regulators and capacitors may then seek to readjust the voltage back
to its original settings.”* This constant back and forth could put a strain
on system hardware, increasing breakdowns and shortening device
lifespans. In general, the addition of new distributed generation systems
into smart grids will bring new uncertainties, as control systems will
interact with new combinations of hardware and software.

In 2008, a nuclear power facility in
Baxley, Georgia, was forced to shut
down for two days after a system
software update caused a system
reboot. Water reservoir sensors in a
nuclear cooling system interpreted
the reboot as a dangerous lack of
water, triggering an emergency
shutdown. Although not directly

= In the event of any incidents caused by distributed generation caused by cyber-physical elements,
components, it is unclear who would be responsible for this type of malfunction highlights
repairs and ongoing solutions. Utilities may be reluctant to pay  the potential for unanticipated
to repair damage caused by systems owned by private consequences in highly automated
companies or residences, and technology vendors may be and networked systems.'

reluctant to get involved because of intellectual property and
liability concerns.”

= Utilities and consumers will likely use a larger variety of generation components, which will likely increase
instances of hidden failures. Although installation of distributed generation systems—or, to a lesser
extent, cyber-physical systems within power plants—may appear to function correctly under normal
conditions without causing immediately visible problems, a change or system error in the broader
distribution system could cause unexpected interoperability problems. The difficulty in anticipating and
proactively fixing system errors broadens system vulnerability, as increased interconnectedness would
allow system errors to spread beyond initial failure points.

SMART POWER-GENERATION PLANT TECHNOLOGY-SPECIFIC
OBSERVATIONS

Changing Seams

= The integration of new components with legacy technology will create seams between different
generations of technology, between staff with different skill sets, and, more generally, between
functionality and security. These seams may hinder interoperability and operational transparency.

72 Knapp, Eric and Raj Samani, Applied Cyber Security and the Smart Grid: Implementing Security Controls into the Modern Power Infrastructure, Waltham,
Elsevier, 2013.

73 Monitor 360 Interview with Smart Grid Analyst, November 3, 2014; Monitor 360 Interview with Energy System Engineer, November 3, 2014.

74 Monitor 360 Interview with Energy System Engineer, November 3, 2014; Monitor 360 Interview with Smart Grid Analyst, November 3, 2014.

75 bid.
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Inconsistent Adoption

= As distributed generation infrastructure (i.e., power-generation elements introduced into the system by
individual or corporate consumers, such as solar panels or wind turbines) become more pervasive, it is
possible they will experience errors and cause malfunctions in Smart City power grids. Although the
impact of these errors could be localized, lack of clarity around responsibility for these elements could
complicate vulnerability mitigation.

=  System operators familiar with legacy generation systems may resist full adaptation of smart generation
system components (e.g., software updates) out of concern for disrupting known functionalities.
Inconsistent technology implementation and use across the system will increase the instance of avoidable
vulnerabilities and system errors.

= Current staff may have difficulty learning to operate new control systems, and new staff may not have a
comprehensive understanding of legacy systems. This will increase vulnerabilities stemming from system
errors that may require manual fixes, particularly in instances where smart generation facilities have both
new and old infrastructure components.

Increased Automation

=  Widespread implementation of smart generation technology within a Smart City will eventually require
new cyber-physical and networking components to be integrated with existing infrastructure. Learning
curves and system errors associated with integrating new components into older and less advanced
control systems may create vulnerabilities.

=  The comprehensive networking and automation of power-generation infrastructure associated with smart
generation can expose Smart Cities to a wide variety of new cyber-attacks (e.g., unexpected variations of
the Stuxnet attacks) that could break components or cause outages, explosions, or other hazardous
effects.

SMART DISTRIBUTION AND TRANSMISSION

Smart distribution and transmission systems are designed to increase overall smart grid intelligence, awareness,
efficiency and flexibility, and reduce distribution and transmission errors. These systems include the installation of
various automation, networking, and cyber-physical devices. Smart distribution and transmission systems use
SCADA systems and other automation devices to increase response times to localized power outages and to
gather grid performance data faster. Likewise, the gradual installation of phasor measurement units (PMUs) and
other sensors along distribution and transmission lines allows operators to gather real-time usage information,
better incorporate embedded renewable energy generation into the grid, and isolate system interruptions before
they spread. Networked sensors on transformers allow utilities to track equipment performance and better
anticipate failures, reducing outages and repair costs. Finally, increased communication networks throughout
distribution and transmission systems will improve overall system intelligence, allowing for better incorporation of
demand-response programs, which let customers track energy availability and pricing to make consumption
decisions accordingly. Where the technology is available, consumers will also be able to configure in-home
devices—including air conditioners, water heaters, and other appliances—so that they activate when utility
companies or others provide certain signals, such as price signals indicating that energy prices are lower.

Utility companies across the country are actively implementing smart distribution and transmission technology in
order to secure efficiency, cost gains, and reduced system outages. The Department of Energy-manages the funding
from the American Recovery and Reinvestment Act of 2009, which provides the basis to support upgrades to
smart grids nationwide, and this funding has also buoyed implementation of smart distribution and transmission
technology, supporting the installation of PMUs, smart substations, smart transformers, and other cyber-physical
components.”

76 “President Obama Announces $3.4 Billion Investment to Spur Transition to Smart Energy Grid.” http://www.whitehouse.gov/the-press-office/president-obama-
announces-34-billion-investment-spur-transition-smart-energy-grid, accessed December 2, 2014.
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PATHWAY 2: SMART DISTRIBUTION AND TRANSMISSION MANIPULATION

Sample Vector |: A malicious actor targets one or more newly networked and automated system
components to disrupt power supply to customers.

Although distribution and transmission systems are composed of

multiple components, attacks on several individual components could In 2014, the security firm Symantec
be executed to damage hardware or to cause system-wide brownouts uncovered a large hacking group,
and blackouts. For example, a coordinated attack targeting SCADA and (nicknamed Dragonfly) that
wide-area communication networks associated with multiple repeatedly gained access to energy
transmission substations could allow actors to trip switches and companies’ control systems. The
automated protection systems and cause outages.”® At a localized level, group successfully stole information
highly automated reclosers could be manipulated to cut off specific from companies in several
neighborhoods or buildings from the broader system. Likewise, countries, including the United
targeting and disabling PMUs throughout a distribution system could States. Although Dragonfly has yet
stall monitoring capabilities Alternatively, an actor could target the to inflict any physical damage on
communication systems between networked devices, preventing the an energy system, they have

timely delivery of data and threatening load-management capability. demonstrated the ability to

compromise networked devices

= Distribution and transmission systems rely heavily on existin
Y Y 4 & within the smart grid.”’

SCADA systems to enable real-time monitoring and
automation capabilities, giving the SCADA systems almost total
control of processes throughout the distribution and transmission architecture. The high degree of
connectivity and digital access that cyber-physical technology brings to SCADA systems adds an attack
vector that potentially allows actors to disrupt normal functionality—a risk that expands through the use
of email and Web services for administration and maintenance purposes.”

= Distribution and transmission networks are vulnerable to insider attacks, as the degree of controllability
present in these cyber-physical technologies would allow a malicious actor with system access to create
widespread disruptions.

Although targeting individual distribution and transmission components would affect a limited area, attacking
several components simultaneously could lead to widespread system strain and power loss. A malicious actor
could target communication networks to prevent load-management mitigation, increasing the likelihood of
cascading failures.®® At a minimum, such attacks would also interfere with a utility company’s ability to gather
system information accurately, thereby threatening to disrupt proper load management. The consequences of such
attacks could be amplified if executed during a natural disaster or a terrorist attack, or if systems that support
critical infrastructures were specifically targeted. Moreover, the consequences of these attacks—and the potential
destruction to critical system hardware—would likely be drawn out and potentially difficult to resolve quickly
because some energy grid components, such as extra high-voltage transformers, are typically expensive and often
manufactured abroad, adding additional time to any repairs.®'

Sample Vector 2: A malicious actor intercepts and manipulates energy price data in demand-
response systems to cause demand fluctuations and potential outages.

Data integrity is critical for the Electric Power Subsector to function properly, and smart grids may be more
affected by data integrity issues due to the high level of automation. By targeting pricing and operational data used
in demand-response programs, a malicious actor could indirectly influence direct load control systems and
price-responsible demand systems, causing consumer-side machines to power on and off.?2 For example,
manipulating price information to make the electricity rate appear more expensive could cause devices—including
air conditioners, water heaters, and other high-energy-use appliances—to turn off while cheap prices could cause

77 Symantec, “Dragonfly: Western Energy Companies Under Sabotage Threat,” http://www.symantec.com/connect/blogs/dragonfly-western-energy-companies-
under-sabotage-threat, accessed November 27, 2014.

78 Knapp, Eric, “Applied Cyber Security and the Smart Grid,” New York: Syngress, 2013.

79 Monitor 360 Interview with Smart City Security Expert, July 21, 2014.

80 University of New Mexico, On the Role of Power-Grid and Communication-System Interdependencies on Cascading Failures, Albuquerque: 2013.

81 Monitor 360 Interview with Urban Infrastructure Expert, June 30, 2014.

82 Monitor 360 Interview with Smart Grid Expert, October 31, 2014.
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them to turn on. If prices were set low enough to cause a large number of machines to turn on simultaneously, the
resulting surge in demand could strain the system or cause outages. By rapidly fluctuating prices between extreme
highs and lows, it would be possible to cause some machines to repeatedly power off and on, stressing equipment,
disrupting load-balancing capability, or potentially causing outages. Although altering data at the substation level
would likely only impact a smaller group of machines, targeting data before it was sent to various substations could
impact a greater number of networked devices.

= Before pricing information reaches individual customers, it travels through a variety of communication
networks, often including the Internet, cloud storage, and commercial systems.® Many demand-response
programs follow an industry standard of using Open Automated Demand-Response, which relies on
Internet communication and, thus, is vulnerable to certain types of attacks.®* These communication nodes
are harder to monitor and secure, and the connection points between these nodes and smart grid
networks 