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(U) EXECUTIVE SUMMARY

(U//FOUO) The Office Secretary of Defense/ Networks and Information Integration
(OSD/NII) tasked the National Security Agency (NSA) to develop the Information
Assurance (IA) component of the Global Information Grid (GIG). This GIG IA
Capability/Technology Roadmap document, together with several other documents—
including the GIG 1A Reference Capability Document (RCD)—describe the 1A
component of the GIG.

(V) The GIG IA Capability/Technology Roadmap identifies the technologies needed to
implement the GIG IA Vision, and it provides a partial evaluation of current and in-
development technologies that can or will be able to support GIG needs. As such, the
objectives of this document are to:

e (V) Establish, within the context of the GIG IA engineering process, an effective
methodology to discover and examine relevant technologies for the purpose of
providing guidance to GIG program decision makers and GIG research sponsors

e (U) Provide an assessment of the maturity and suitability of relevant I1A
technologies to meet GIG IA-required capabilities, focusing in particular on the
2008 milestones of the transition strategy outlined in the GIG IA RCD

e (U) Identify gaps in standards and technologies that will prevent attainment of
GIG 1A capabilities, and recommend specific actions to take in closing those gaps

e (U) Serve as a means for members of the GIG community and stake holders to
gain visibility into the technology roadmap process and provide feedback on
appropriate topics, such as standards or significant technologies overlooked
during the study to date

(U) In meeting these objectives, this document provides decision makers with the
information needed to write new or revise existing standards and policies, develop
implementation guidance, make research funding decisions, and devise technology
development strategies.

(U) Scope

(V) The GIG 1A Capability/Technology Roadmap document presents a fairly complete
view of all the technologies that can or should be used to implement 1A in the GIG.
Those that can support the GIG IA vision are examined in detail. Results are presented to
describe the ability of the most promising technologies to fulfill needed GIG IA
capabilities in terms of technical capability, maturity, development schedule, and
availability. Interdependencies between needed capabilities, technology timelines, and
gaps between capability needs and technology availability are also described.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
I



406
407
408
409
410
411
412
413
414
415
416

417

418
419
420

421
422
423
424
425
426
427

428
429

430
431
432
433
434
435
436
437
438

439
440
441
442
443
444
445
446
447

UNCLASSIFIED//FOR OFFICIAL USE ONLY

(U/[FOUO) In developing the roadmap, the team compared the state, trends, and
forecasts of commercial and government technologies available today against the needed
capabilities defined in the RCD. Three main categories of information were used. The
first is documentation and analyses performed by the NSA as part of development of the
IA component of the GIG architecture. This information includes the GIG Mission
Concepts, the As Is state of GIG programs, and the GIG risk analysis. The second
category of information includes current IA standards, technology trends and forecasts
available from commercial sources such as Gartner, IDC, etc. and Government trends and
forecasts. The third type of information—to be used in subsequent versions of the GIG
IA Capability/Technology Roadmap document—is previously-determined technology

gaps.
(U) Results

(U//FOUO) The analyses were carried out in the context of the capabilities outlined in the
RCD and the Transition |Strategy. In particular, the team assessed the maturity and
adequacy of the technologies in meeting the 2008 Vision milestones (Increment I).

(U) The results show that nearly all the Increment I milestones can be achieved if actions
are taken immediately to address identified technology or capability gaps. The roadmap
provides over 75 specific recommendations to address these gaps. Recommendations
range from monitoring ongoing technologies and standards development efforts to ensure
compliance with GIG IA needs, to initiating new technology research to support post-
2008 milestones) and standards development efforts. We believe that most milestones can
be achieved if immediate action is taken on these recommendations.

(V) In our estimation, five milestones defined in the Transition Strategy are unachievable
by the specified dates:

e (U//FOUOQ) Limited support for end-to-end resource allocation milestone.
Operationally-based resource allocation technologies are very immature,
especially considering the constraints and limitations of a secure Black Core.
Since there is much research remaining to be done in this area, it is our opinion
that a limited capability for allocating resources end-to-end will not be available
until 2012—four years after the objective date. The operational impact is a delay
in moving from today’s best effort service for all to efficient resource allocation
schemes that ensure priority users receive needed services based on mission
criticality to efficient resource allocation schemes.

e (U//FOUOQ) All human users identified in accordance with GIG ID standard
milestone. Currently, standards neither exist nor are under development for
establishing and maintaining unique, persistent, and non-forgeable identities as
will be needed for the GIG. Because of the coordination that will be required
across multiple communities, such standards will not likely be in place to support
subsequent technology development in time to meet a 2008 objective; however,
2010 is an achievable date for this milestone. No impact on 2008 operational
objectives are expected, but delays in meeting 2012 operational objectives is
likely. These include: 1) achieving closer collaboration within Communities of
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Interest (COI),
2) implementing a global sign-on capability, and 3) achieving Risk-Adaptive
Access Control (RAJAC).

e (U//FOUOQ) Over-the-network keying for wired and wireless devices milestone.
Efforts are planned for developing the needed security technologies. However an
initial capability will not be fielded until 2010, two years after the deadline. Low
bandwidth devices, such as wireless nodes, will not be supported until 2012, and
coalition networks will not be addressed until 2016. The operational impact is a
continued dependence on manual re-keying, which 1) requires greater manpower
and costs for handling and safeguarding key material, which will become more
troublesome as additional IP encryptors are deployed as the GIG matures, and 2)
causes slower response to key compromises, risking more widespread damage.

e (U//FOUOQ) Configuration management standards ratified milestone. Remote
configuration products abound, but standards do not yet exist for the secure
management of IA-enabled devices. Due to the time needed to draft, coordinate,
and achieve consensus among the engineering community, such standards will
likely not be ratified before 2008, two years later than the milestone called out in
the Transition Strategy. The operational impact is a delay in achieving a
consolidated network view. This reduces the overall security posture of the GIG
and prevents policy-based network management.

e (U//FOUOQ) Audit format and exchange standard ratified milestone. Auditing
products are available today, but the absence of standards, holds-up product
integration into the GIG. Developing the needed audit standards and achieving
industry acceptance is not likely to be achieved until 2008, two years after the
milestone. This will delay the ability to carry-out forensic analysis of attacks and
thus hamper computer network defense.

(V) Section 3 provides a summary of the identified gaps and recommendations.

(U) While this version of the document provides the first comprehensive coverage of the
technologies, technology assessment is an iterative process: As additional capability
needs are identified and 1A technologies mature, subsequent analyses will provide
recommendations to re-direct current development efforts and initiate new research as
needed to meet the GIG visions. These analyses will be documented in subsequent
versions of this document, which will be issued on an annual basis.
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1 (U) INTRODUCTION

1.1 (U) PURPOSE

(U//FOUO) The GIG IA Capability/Technology Roadmap document is part of the November
2004 deliverables of the Information Assurance (IA) Component of Global Information Grid
(GIG) Architecture. Office Secretary of Defense/Networks and Information Integration
(OSD/NII) tasked development of the 1A component of the GIG architecture to the National
Security Agency (NSA).

(U/IFOUO) Since the tasking by OSD/NII, the NSA has translated the GIG Vision into derived
GIG capabilities and associated 1A capabilities. The GIG 1A Reference Capability Document
(RCD) details the 1A derived capabilities by describing the general attributes of each capability.
Thresholds and objectives are then defined for each attribute. The thresholds are considered near-
term GIG IA requirements to meet the 2008 Vision while the objectives are the capabilities
required to meet the GIG 2020 Vision.

(U//FOUOQ) The GIG IA Capability/Technology Roadmap identifies the current technology
trends in 1A and compares the trends against the thresholds and objectives identified in the RCD.
The result is an availability timeline of anticipated technologies required to support the GIG
2020 Vision.

(U//FOUO) The GIG IA Capability/Technology Roadmap document analyzes the technology
trends and technology forecasts (both commercial and government) available today against the
capabilities defined in the RCD. The results of the analysis are:

e (U) Capability inter-dependencies
e (U) Technology timelines

e (U) Gaps between capability needs and technology availability

(U/IFOUO) The GIG IA Capability/Technology Roadmap document also provides background
information and analysis to support decision makers with regard to:

e (U) New/Updated standards
e (U) Infrastructure guidance
e (U) Technology research to fund

e (U) Technology strategy development
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12 (U) SCOPE

(U//FOUO) Section 2, Information Assurance (IA) System Enabler and Their Technologies, is
divided into seven subsections based on the Fundamental System Enablers. Each subsection
describes the 1A System Enabler, covers the GIG implications of the System Enabler, and
describes its related technologies. The related technologies define research areas for technology
trends and forecasts to support the development of the technology timelines and the
capability/technology gap analysis.

(V) Section 3, Summary, contains a discussion of the technology improvement
recommendations needed to meet the Transition Strategy, defined in the RCD, for each
Cornerstone. When technologies are missing or unable to meet the strategy, the discussion
highlights the impacted operational capability. The four Cornerstones, defined in the GIG 1A
Operational Concepts Overview document, are:

e (U) Assured Information Sharing
e (U) Highly Available Enterprise
e (U) Assured Enterprise Management and Control

e (U) Cyber Situational Awareness and Network Defense
(V) Section 4 lists acronyms and abbreviations.

(U//FOUO) Appendix A provides a mapping of technologies to 1A System Enablers.

(U//FOUO) Appendix B: Technical View (TV)-1 for IA, contains standards that exist today that
had not previously been identified as needed to satisfy capabilities listed in the RCD.

(U//FOUO) Appendix C: TV-2 for IA, contains standards that have been identified as needed to
satisfy capabilities listed in the RCD but that do not exist today.

13 (U) APPROACH

(U//FOUO) The primary guiding principle is to achieve the Objective Goals described in the
RCD. This means identifying the necessary technology evolution to fill the gaps between today’s
IA technology and what is needed for the GIG 2020 Vision’s objective system. The 1A Risk
Assessment helps prioritize—based on security risks—which gaps need to be filled sooner than
others. The gap analysis must consider the GIG capability timeline to identify the criticality of
each gap.
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(U//FOUO) The GIG IA Capability/Technology Roadmap document is built upon three main
categories of information. The first category is documentation and analysis performed by the
NSA while developing the IA component of the GIG architecture. This information includes the
GIG Mission Concepts, As Is state of GIG programs, and GIG threats as identified by the GIG
Risk Assessment activities. The GIG Mission Concepts capture the NSA’s understanding of the
capabilities required by the GIG, based on the To Be GIG vision as defined by the GIG 2020
architecture and documentation. The As Is input captures the IA capabilities currently planned by
ongoing GIG programs such as Net-Centric Enterprise Services (NCES), GIG Bandwidth
Expansion (GIG-BE), Transformational Satellite (TSAT) Communications, and the Joint
Tactical Radio System (JTRS). The GIG Risk Assessment identifies threats to the GIG that must
be countered. These threats could be countered in a number of ways, including technology,
standards, and policies.

(U/IFOUO) The primary document used in development of the GIG 1A Capability/Technology
Roadmap is the RCD. This includes a description of the GIG Mission Concepts and identifies a
set of 1A Cornerstones which define the high level IA capabilities required to support the GIG
Mission Concepts. This document describes the technologies needed to support the GIG Mission
Concepts and 1A Cornerstones, but organizes these around the 1A System Enablers. The
technologies are organized by 1A System Enablers because most technologies map to a single
Enabler while they are associated with multiple 1A Cornerstones. The Summary of this document
describes which technologies are needed to support the system capabilities described in the
Transition Strategy for each IA Cornerstone. Figure 1.3-1 depicts the GIG Mission Concepts, 1A
Cornerstones, and 1A System Enablers.

Operational : : : : : _
Mission Provide Common Provide Provide Dynamic] Provide Dynamic |  pefend the Mgmt & Control
Information Worldwide Group Resource GIG GIG Networks &
Concepts S Access Formation Allocation Resources

Information - - -
Assurance

IA Svst Identification | | Policy Based | | Protection of Dynamic Assured Network Defense | | Management
yS em & Access User Policy Resource & Situational Mechanisms &
Enablers Authentication Control Information Management Allocation Awareness S

Figure 1.3-1: (U) GIG Mission Concepts, IA Cornerstones, and 1A System Enablers
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se3  (U//FOUQ) The second category of information includes the 1A standards in place today,
sea  technology trends and forecasts available from commercial sources (i.e., Gartner, IDC), and
ses  government trends and forecasts.

se6  (U//FOUQ) The third category of information consists of already defined gaps. The expectation
se7 IS that the process of developing the GIG 1A Capability/Technology Roadmap document is an
ses  iterative one. And the gaps identified today will drive various activities to close the gaps. These
se9  activities could take the form of research, product development, standards implementation,

s70  implementation guidance, and policy guidance. The technology development cycle to satisfy a
s71 capability could encompass all the previously mentioned forms.

s22 (U//FOUQ) The document summary contains an indication of the technology improvement

s73  needed to meet the transition strategy—defined in the RCD—for each Cornerstone. When

s74  technologies are missing or unable to meet the strategy, the description highlights the impacted
575 operational capability.

sz6  (U//FOUQO) Any recommendations could be in the form of the need for research, product

577 enhancements, new or enhanced standards, or new or enhanced infrastructure. These

s78  recommendations, together with other background information and analysis in this document, are
s79  intended to provide decision makers with the information needed for the following decisions:

580 e (U) Revise or write new standards and policies
581 e (U) Develop implementation guidance

582 e (U) Determine direction of research funding
583 e (U) Devise technology development strategies
584 e (U) Develop technology implementation plans

sss  (U//FOUOQ) Figure 1.3-2 graphically represents the iterative development of the GIG 1A
sss  Capability/Technology Roadmap.
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» |IA Standards

» Technology Forecasts

» Technology Trends

» Previously Identified Gaps

Technology Gap Analysis!

Gaps

GIG Mission | Recommendations
Concepts ; m i | » Research
. 5 { | » Product
il E Evolve E‘%c?rg s Steps to |
Technology ‘l Onelanalysis Close Gap1l

i Development
» Standards
i » Implementation

Guidance
» Infrastructure

Cycle to Next

This figure is (U)

Figure 1.3-2: (U) Iterative Development of the GIG 1A Capability/Technology Roadmap

(V) As a technology progresses through the development cycle, the current state of the
development is input into the analysis process. The result of the analysis could be the closing of a
gap or the identification of additional gaps between capabilities and the technology.

(U) The work of this document is an iterative process that will require re-analyses as additional
capability needs are identified and technologies mature. Future releases of this document will be
issued on an annual basis.
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2 (U) IASYSTEM ENABLERS AND THEIR TECHNOLOGIES

(U//FOUO) Information assurance (1A) is essential to meet the six GIG Mission Concepts.
Without 1A, the GIG would not only fail to provide the right information, at the right time, at the
right place, in support of warfighting, business, enterprise information environment and national
intelligence, but the GIG could also be a haven for other nation states, cyber terrorists, hackers,
and malicious insiders to further disrupt operations in support of national objectives.

(U//FOUO) While a large body of technologies exist to at least partially provide the 1A
capabilities stipulated by the GIG IA Vision, evolution of most existing technologies is needed,
and new technologies must be invented. This section of the document identifies the needed 1A
technologies—both existing and to be developed. Preliminary assessments of technology
maturity and identified gaps are presented, which should aid decision makers in guiding existing
and starting new technology development efforts.

(V) For convenience of analysis and organization, the 1A technologies are categorized and
presented in the context of the IA Enablers® they support. This “binning” into IA Enablers
ensures minimal technology overlap and complete coverage of the needed IA capabilities to
better support technical gap analysis. The 1A Enablers used to organize the subsequent
subsections are:

e (U) Identification and Authentication

e (U) Policy-Based Access Control

e (U) Protection of User Information

e (U) Dynamic Policy Management

e (U) Assured Resource Allocation

e (U) Network Defense and Situational Awareness

e (U) Management of IA Mechanisms and Assets

(U/IFOUO) Each subsection presents all aspects and benefits of the associated 1A Enabler. The
IA Enabler itself is described, and key features of the A Enabler are defined. An overview of the
supporting types of technologies is presented, organized around the 1A Enabler. Each technology
is described in sufficient detail to support gap analysis. Finally, results of the technology gap
analyses are presented, and technology development timelines and recommendations for the 1A
Enabler are provided. The technology timelines, showing the date that each technology will be
available for integration into the GIG, are optimistic; they are based on ideal circumstances, e.g.,
adequate funding and appropriate technical manpower are available to begin and execute the
recommended research, or existing developments continue as currently planned. Adverse
budgetary decisions will obviously delay the availability of the technologies for use.

1 (U) The seven IA Enablers are core constructs that, together, provide the 1A component of the GIG. These serve as
architectural building blocks for enabling the GIG Mission Concepts.
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(U/IFOUO) A fairly comprehensive description is presented for each technology, but only to the
extent needed to support recommendations for subsequent development efforts. Details of
specific product implementations are avoided where possible to avoid conferring vendor
endorsement, which distracts from the purpose of this analysis. Rather, numerous technology
implementations were researched and considered, and only one or a small number were selected
for inclusion in the roadmap, according to authors’ opinions of how well these implementations
represent the state of practice. In this context, specific items included for each technology are as
follows:

(V) Technical details: Description of the technology in terms of technical characteristics,
features, and theory of operation. Consistent with the goals of the roadmap, the
description may cover the superset of capabilities represented by the combination of a
few related implementations or products.

(U) Usage considerations: Discussion of potential implementation issues peculiar to the

technology and anticipated operating environments, advantages of the technologies, and
risks—in terms of potential threats and attacks—that might be incurred in employing the
technology.

(U) Maturity: Description of the current state relative to the goal capability of the
technology itself. (This is not to be confused with the GIG 1A capability that the
technology would support.) While it is desirable to specify maturity of every technology
in terms of Technology Readiness Level® (TRL), the roadmap does not attempt to do so,
because either a TRL could not be found and there is insufficient information on which to
base a specific estimate, or the analysis is based on multiple products/implementations
that are each at different stages of development. Instead, then, the overall development
stage of each technology is assessed and described by one of three maturity level terms:

e (U) Early refers to technologies that are in the research or analysis phase
(corresponding to TRL range 1-3).

e (U) Emerging refers to those in the initial prototyping and lab demonstration phase
(TRL range 4-6).

e (U) Mature refers to technologies that are undergoing operational demonstration,
production, and deployed operations (TRL range 7-9).

(V) In addition, specific TRLs are provided where they could be determined with a fair degree of
certainty.

(V) Standards: Discussion of standards that are pertinent to the technology. Included are
existing standards, or those that will need to be developed in order to support the
technology.

(V) Costs/limitations: Discussion of the costs and limitations the technology would pose
on the GIG architecture and connected systems when they are significant. Examples are

2 (U) There are nine TRLs defined in Appendix 6 of DoD Instruction 5000.2, ranging from basic principals
observed and reported (level 1) to actual system proven through successful mission operations (level 9).
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where the technology would impose significant operational manpower burden (amount,
caliber, and training), extraordinary procurement costs, undue complexity, unusual
integration difficulties, adverse or significant impact on warfighting operations, or
significant communications bandwidth or processing overhead.

e (U) Dependencies: List of related items, such as other technologies and data, upon which
the technology must depend in order to provide the described capability.

e (U) Alternatives: List of possible alternative technologies or techniques that could
support the 1A Enabler, either for early adoption to provide an interim capability, or as a
substitute if the described technology does not mature.

e (U) Complementary techniques: List of additional technologies or techniques that
improve or enhance the described technology.

(U//FOUO) To facilitate discussions of the gap analyses, one or more matrices are provided for
each 1A Enabler. These are intended to summarize the explanations and show, at a glance, how
adequately the analyzed technologies meet the capabilities defined by the 1A Enabler for the
2008 GIG implementation (Increment 1). Technologies are combined into categories for
simplification. The adequacy level, determined by how well the sum of the assessed technologies
in each category addresses each IA Enabler attribute, is described in Table 1.3-1. Capability
attributes from the RCD are included in the matrices for reference.

Table 1.3-1: (U) Definitions of Technology Adequacy Levels

This Table is (U)
Adequac o L
auacy 1 | ndication Definition
Level
Not N/A There is no expectation that the technology category could support the 1A
Applicable Enabler attribute.
Unknown White Technology investigation not completed, e.g., no result presented
Completely Liaht ara No technology is available, and no research is underway to develop the needed
uncovered ghtgray technology(ies), to address the IA Enabler attribute
R&D is underway that should lead eventually to at least partially covering the
IA Enabler attribute, and anticipate that the resulting technology will be
available in time to meet GIG IA milestone dates, OR
co?/zr:;ee Light A technology exists in the category that partially meets the needs of the 1A
butg ' black/white Enabler attribute now, but additional technology R&D is needed to either
insufficient grid enhance it or add to it in order to fully satisfy the attribute, OR
Taken together, a combination of existing products or technologies in the group
could satisfy the 1A Enabler attribute now, but additional work is needed to
combine the technologies in order to fully satisfy the attribute.
Technology, or a compatible combination of technologies, is available now that
Fully Solid black fully meets all aspects of the 1A Enabler attribute, OR
adequate Technology development is underway and on schedule to fully satisfy the
attribute at the time needed.
This Table is (U)
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(U//FOUOQ) Table 1.3-2 shows an example technology adequacy matrix for the Policy Based
Access Control Enabler. Here, Digital Rights technologies are needed only to support the Object
Life Cycle and Protection Profile attributes. This is indicated in the table by the black grid and
gray shading under Digital Rights technologies under the Object Life Cycle and Protection
Profile IA attributes and N/As under the Digital Rights technologies for all other IA attributes.
Access Control Policy technologies are needed to support all 1A Attributes, as shown by the
black grid and gray shading. The white intersection of Access Control Policy technology and the
Protection Profiles attribute indicates technologies are neither available nor research underway to
satisfy the Protection Profiles attribute.

(U//FOUO) A matrix filled with black and “n/a” entries would reflect the ideal situation where
all 1A attributes are satisfied with technologies.

Table 1.3-2: (U) Example of a Technology Adequacy Matrix

This Table is (U)
Technology Categories
Required
Core . -~
A Digital C'JA\o Cr?frsgl Capability
CCESS | Rights : (RCD
Control Policy attribute)
Risk & Ne(_ed IAAC4
Determination
Math model IAAC4
.. . IAAC1, IAACA4,
Decision logic IAAC7
8 Ontology IAACA
>
2 .
Z Iixceé)lyon IAAC5
g andling
< Conflict
resolution
Object IAACS8
Lifecycle
Protec_tion IAACY
Profile
This Table is (U)
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2.1 (U) IDENTIFICATION AND AUTHENTICATION

(U//FOUO) I1&A mechanisms provide critical 1A foundations toward achieving the GIG Vision
of assured information sharing. In the assured sharing model, information is exchanged among
entities (e.g., individuals, devices) on the enterprise infrastructure. Similarly, services are shared
among entities on the enterprise infrastructure.

(U//FOUO) Access to information or services is based upon several factors including entity
properties, their authentication mechanism, properties of the objects to be accessed, the IT
components, the environment in which the entities exist, and the access control policy
implemented. All of this is based on the ability to uniquely identify the entities participating in
the exchange and the authentication mechanisms used by the entities participating in the
transaction. The ultimate goal is to support a SSO process independent of the many roles and
privileges of the entities involved.

(U//FOUO) The Identity and Authentication (1&A) Enabler is the sum of the mechanisms and
processes that result in a composite level of trust of an entity that can be used in all access
control decisions on the GIG during a given service request or login session. Entities that need to
be identified and authenticated include human users, workstations, networks, services, and other
resources.

(U//FOUO) The level of trust of an entity is referred to as its I&A Strength of Mechanism (SoM)
Score. Each service request is examined to determine how resistant the authentication of that
request is to impersonation or forgery. The likelihood that a service request was forged depends
on both the difficulty of forging the request, as measured by the I&A SoM, and the motivation
and ability of the adversary.

(U//FOUO) To support I&A SoM scoring on the GIG it is necessary to develop the following:

e (U//FOUOQ) Standards and technical requirements for assigning assurance levels for each
of the following factors that affect I&A strength and for deriving the 1&A SoM score
from those factors:

e (U/IFOUOQ) Strength (resistance to compromise) of identity proofing during user
registration

e (U//FOUO) Strength of the user’s authentication token
e (U/IFOUOQ) Strength of the protocols used to authenticate service requests

e (U/IFOUOQ) Strength of the user’s operating environment (e.g. clients, IT components,
and network).

e (U/IFOUQ) Mechanisms for conveying to services the assurance level of a specific
service request and of the IT components used to generate and process the request.

e (U//FOUOQ) Policies that make use of I&A SoM scores and other assurance measures in
the decision to grant or deny access to particular resources

UNCLASSIFIED//FOR OFFICIAL USE ONLY
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2.1.1 (V) GIG Benefits due to I&A

(U//FOUO) The Information Assurance constructs used to support I&A provide the following
services to the GIG:

e (U//FOUOQ) Provides assurance that every entity participating in a GIG transaction is who
he/she/it claims

¢ (U//FOUOQ) Enables accountability for all GIG actions

e (U//FOUO) Accommaodates varying trust levels for users and IT components by
identifying how much an entity can be trusted

¢ (U//FOUOQ) Enables capability for single sign-on (SSO) once the identity is recognized
and trusted throughout the GIG

2.1.2 (V) I&A: Description

(U//FOUO) Unique identity and identity proofing are fundamental to the 1&A process. Unique
IDs are created for all entities (e.g. individuals, devices, services). Identity proofing refers to the
methods used to prove an individual’s or devices identity before issuing a Unique ID. Identity
proofing mechanisms for individuals could range from providing no proof of identity presented
to requiring multiple picture IDs be presented in person by the individual receiving the Unique
ID. The identity registered for an individual is unique and remains constant despite changes of
that individual’s name or other attributes. More information on Identity Management is provided
in Section 2.7, Management of IA Mechanisms and Assets

(U//FOUO) The authentication mechanism used in conjunction with this ID is also critical to
granting access to shared data and resources. The strength of the authentication mechanism
measures resistance to attempts to guess, sniff, extract, or otherwise compromise the entity’s
authentication material. Current authentication mechanisms for human individuals include:

e (U) User ID and password
e (U) Use of software PKI certificates to provide a verifiable identity

e (U) Use of a Hardware Token that contains an entities PKI certificate and on-board
mechanisms to verify an entity’s identity

e (U) Biometrics to unlock a token that protects the non-forgeable PKI certificate
containing the identity that is shared in a protected manner during authentication
exchanges

UNCLASSIFIED//FOR OFFICIAL USE ONLY
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(U/IFOUO) The User Profile is a logical collection of information associated with a user, but it is
not necessarily stored in a single location. The identity management system must store a basic
user record containing the unique 1D and the core identifying information that was verified (e.g.,
birth certificate information, driver’s license number) or collected (biometrics) during identity
proofing. Other information that is logically part of the user profile must be strongly bound to
the user’s unique ID but may be stored separately. For example, public key certificates used to
authenticate the user may be stored in a hardware token or certificate repository, role information
may be stored as signed attributes in a privilege server, contact information may be stored in a
user directory, and subscription information may be stored in a discovery server.

(U//FOUO) After registration, a user may log into a GIG asset using the authentication token
issued to that user. At the conclusion of the login process, an authenticated session would exist,
which has an associated 1&A SoM session score. Authentication information for service requests
can either be derived from the user’s login session or generated by the user’s token for each
request. When the service provider can directly authenticate the user’s original request, the
request assurance score can be determined directly based on the user and client assurance. But in
architectures where requests are passed through multiple providers, each of which can
authenticate only the preceding requestor, the originator’s assurance score is decreased at each
intermediate processing point. In either case, the final request assurance score is determined
based upon the following factors:

e (U//FOUOQ) ldentity Proofing method used to register the user

e (U//FOUOQ) Token used to authenticate the user’s identity (e.g., password, software
certificate, hardware certificate, biometrics)

e (U//FOUOQ) Authentication mechanism used for the request or session (e.g., unbound
identity assertion, Secure Session Layer (SSL) session, signed request)

e (U//FOUOQ) The properties of the device used to logon (based upon their configuration
and management of the devices some devices may not be as trusted as others) and each
device in a trust chain between the originator and the provider

e (U//FOUO) The user’s location or operating environment (e.g., highly trusted network,
remote access via a computer on the Internet)

(U//FOUQ) Some participants in the GIG may require the entity and session to be periodically
re-authenticated. For example, if the data being retrieved is critical mission data, then the data
sharer may want to re-validate that the parameters of the original session login are still valid.
This may entail a requirement for the data requestor to provide their biometric data periodically
to ensure they are still present.
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2.1.3 (U) I & A: Technologies

(U/[FOUO) The following technology areas support the Identification and Authentication
Enabler:

e (U) Authentication Tokens
e (U) Biometrics
e (U) Device/Service Authentication
e (U) Authentication Protocols
e (U) Authentication Confidence
e (U) Single Sign-On (SSO)
(V) The three basic means of user authentication (and what they are based upon) are:
e (U) Authentication by knowledge (what a user knows, e.qg., a fixed memorized password)
e (U) Authentication by characteristic (what a user is, e.g., a biometric)

e (U) Authentication by ownership (what a user has, e.g., a token)

(V) The main disadvantage of fixed passwords is that they are vulnerable to various attacks,
including social engineering, sniffing (e.g., network and/or electromagnetic emanations),
dictionary attacks, maliciously planted Trojan-horse software, etc. Once a user’s fixed password
is compromised, it is impossible to detect subsequent system accesses by malicious parties.

(V) Section 2.1.3.1 discusses the token technologies that support authentication by ownership.
Biometric technologies are discussed in Section 2.1.3.2.
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2.1.3.1 (U) Authentication Tokens

2.1.3.1.1 (V) Technical Detail

(U) Authentication tokens provide a means for a user to dynamically generate a single-use one-
time password (OTP) every time a remote secure system is accessed. This thus avoids fixed
password vulnerabilities. Tokens may be implemented in either hardware or software.

(U) A hardware token is a device, which the user in some manner employs to interface (either
physically or indirectly through user interaction) with a local client processor (e.g., a PC),
requiring secure access to a remote server processor or system. This hardware token contains the
critical security parameters for the authentication process.

(V) A software token is implemented within the local client processor itself and thus depends
upon the security and trustworthiness of the client’s operating system. Examples of standard
OTP authentication protocols that are functional equivalents of software tokens include S/Key,
OPIE (One-Time Passwords in Everything, http:/inner.net/opie), and SSH (Secure Shell).

(U) Most implementations of authentication tokens require the user to enter a PIN (personal
identification number) to locally unlock the token functionality (and thus are not subject to
network sniffing attacks). A PIN can be viewed as a primitive fixed and memorized password. A
biometric also can be used to unlock token functionality. This combination of independent
authentication factors provides a stronger authentication mechanism and prevents system
compromise if a hardware token is lost or stolen.

(V) Tokens function by using either Symmetric Key Authentication (a single shared secret key
known at both the client and server) or Public Key Authentication (where the client knows only
the private key, and the server knows the public key). All authentication tokens work by
producing dynamic single-use OTPs based upon credentials unique to the issued user and upon a
cryptographic algorithm or hash function. Symmetric Key Authentication and Public Key
Authentication are further explained in Section 2.1.3.4 which describes authentication protocols
in general.

(U) There are several basic token authentication modes under symmetric key, grouped within the
categories of Asynchronous and Synchronous.

2.1.3.1.1.1  (U) Asynchronous Token Authentication Mode

(U) Challenge-Response: In this mode, the user sends his username to the server in order to
identify the shared secret key. The server generates a random challenge and sends it back to the
user. The user keys the challenge into the token. This challenge is then cryptographically
processed with the secret key in order to generate a response. The response is then entered onto
the client and sent back to the server. The server independently does the same process and
compares results.

(U) This mode is *asynchronous’ because there is no (time-based) requirement that the response
arrive at the server within a prescribed and limited amount of time, nor is the response a function
of any underlying event counter.
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2.1.3.1.1.2  (U) Synchronous Token Authentication Mode

2.1.3.1.1.2.1 (U) Time-driven

(V) In this mode, both user token and server generate an OTP based upon the shared secret key
and an internal (network-synchronized) clock value. In order to permit network transmission
time variations, the clock value resolution may be on the order of 60 seconds or less (to allow for
clock drift). An example of this token type is SecurlD by RSA. The user reads the varying time-
based OTP from the LCD display of the hardware token (See Figure 2.1-1—Note the option for
a 10-digit numeric keypad for entry of PIN to enable the token). The user then inputs this number
onto the client processor, and it is sent to the server where it is compared with the server’s
expected value. A match yields successful authentication.

(=i

FSA SECuii

RSN SecurlD’
lll“‘lﬂ:ﬂfﬂ

This is figure is (U)

Figure 2.1-1: (U) Examples of time-driven hardware tokens

2131122 (V) Event-driven

(V) In this mode, instead of using time to create an OTP, an authentication event counter value is
used with the shared secret key to generate the one-time password.

(U) Time and event driven modes are examples of response-only authentication schemes since
the process only requires one-way transmission from user to server. A third version of response-
only authentication is accomplished by both the user token and server. This creates a response
from a hidden random challenge (rather than a mere time or counter value, which could be
viewed as more predictable and certainly as monotonically increasing). This challenge is derived
from the previous challenge, which is ultimately derived from some random seed value created
at token initialization and known to both token and server.

(U) Authentication modes could be combined (e.g., challenge-response + time-driven + event-
driven) to provide stronger authentication, just as stronger authentication is achieved by
combinations of independent authentication factors (password/PIN + one or more biometrics +
token), the.
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2.1.3.1.2 (U) Usage Considerations

2.1.3.1.2.1 (U) Implementation Issues

(U) Hardware tokens are implemented in a variety of physical form factors. Those that require
only indirect user-interaction (i.e., user observation of displays on the token, followed by manual
entry of data onto the local client processor) include pocket-style calculators and key fobs.
Hardware tokens that connect directly to the client processor include smart cards and Universal
Serial Bus (USB) tokens. An example of smart card authentication tokens is the DoD Common
Access Card (CAC), which can also be used as a photo ID card and for physical access control.

2.1.3.1.2.2 (U) Advantages

(V) In general, authentication tokens have the basic advantage that they can be used over public
networks and are not subject to compromise by hostile network sniffing, since the authentication
information is cryptographically based and unpredictable (i.e., not subject to standard replay
attacks).

(V) Hardware tokens are inherently resistant to social engineering attacks, since it is very
unlikely that an innocent user would provide an attacker with both the token and its enabling
PIN. Another obvious distinct advantage of hardware tokens is their portability, which enhances
the user’s mobility and capability to authenticate remotely by home PCs, laptops, or personal
digital assistants (PDA).

(V) Smart cards (and USB tokens), since they interface directly with a user client, offer the
advantages that they can be used as a safe repository for sensitive personal data, such as PKI
credentials, passwords, and various account numbers. Smart cards have onboard processors,
which can do critical authentication processing (e.g., generating a cryptographic digital
signature) without being observed by a potential attacker (as opposed to the alternative of doing
the processing on a client processor, which may have been compromised by Trojan horse
software). Protection of sensitive information on the smart card when it is not being used is
accomplished by tamper-resistant—both physical and electronic—encryption of any stored data
and the required use of an enabling PIN.

2.1.3.1.2.3 (U) Risks/Threats/Attacks

(U) A basic disadvantage or risk of hardware tokens is that they can be lost or stolen. However,
in the case of smart cards such as the DoD CAC, the privileges of a lost card can be revoked or
canceled by the centralized PKI infrastructure authority. In addition, unless the enabling PIN is
also known by the malicious possessor of a lost/stolen token, that token can not be used in a
compromising manner.

(V) In the deployment of any authentication token system, especially in the case of an
organization like the DoD with large numbers of geographically dispersed users, secure token
distribution requires a robust proof of delivery (POD) mechanism (e.g., by manual signature for
non-repudiation).
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(V) Public key authentication systems also suffer from potential risks if they have weak public
key management or certification. These systems rely on the clear and verifiable binding between
a user identity and the associated public key by the public key certificate. Only a trustworthy and
reliable certification/registration authority can assure that the certificate database is valid and up
to date.

(U) Another potential risk is that a hardware token can be left enabled at a client workstation,
which could allow a malicious intruder to masquerade as the valid user. A potential solution to
this might be to require periodic biometric checking/re-authentication.

(V) Besides the risk of potential attack where a hardware authentication token is physically taken
from the valid user—through loss, theft, or misplacement—there are further potential attacks on
the authentication process at a distance from the actual token itself. The classic attack would be
the man-in-the-middle attack against the collaborative process between the remote user and the
centralized authentication server. In this case, the attacker would have access to the
communications path somewhere on the network between the communicating parties. A man-in-
the-middle could inject, delete, or alter data that is sent in either direction. However, due to the
unpredictable cryptographically-based nature of the authentication responses sent by the user to a
server, it is unlikely that a man-in-the-middle could predict a future authentication value
response and thus could not gain access to the system.

(U) Another attack that could be mounted at a distance from the hardware token would be
planting malicious attacker Trojan horse modifications in the client workstation. This could be
partially avoided by having the authentication process done primarily within the token itself and
not allowing the shared symmetric secret key, or private key, to ever be transmitted off the token.
Finally, a guaranty that this secret key is safe can be made if some form of physical tamper
resistance is built into the token itself. Such tamper resistance would also prevent alterations to
any software that operates on the token itself.

(V) Of course, a token and its associated authentication function can be assumed to be secure
only if the main system authentication server is non-hostile and has not been compromised in
any manner. Thus, since the server is potentially the worst location for single point failure, the
most effort should be expended in safeguarding this resource.

2.1.3.1.3 (V) Maturity

(U) Authentication token technology has matured significantly, especially when each sub-
technology is viewed as an independent component. Current and future work needs to be done in
integrating the sub-technologies, along with the complementary authentication enhancing
technologies such as biometrics. An example of this is the DoD CAC with added biometric
functionality. In summary, the Technology Readiness Level of tokens can be thought of as
Mature (TRL 7 -9).

2.1.3.1.4 (V) Standards

(V) There are a variety of standards arenas—both formalized and actual—which play a role in
the development and evolution of authentication tokens and their underlying protocols and
algorithms.
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959  2.1.3.1.4.1 (U) Hardware Token Standards:

960  (U) Organizations and arenas responsible for developing standards related to smart card

961  technology and other tokens include RSA Labs Public-Key Cryptography Standards (PKCS),
962  Microsoft Crypto APl (CAPI), Personal Computer/Smart Card (PC/SC), and the 1SO

963 International Organization for Standardization. These standards are listed in Table 2.1-1

964

965 Table 2.1-1: (U) Hardware Token Standards

This Table is (U)

Name Description

RSA Labs PKCS Standards

PKCS #11 Cryptographic Token Interface (cryptoki) Standard (specification of an
application programming interface API for cryptographic token devices)

PKCS #12 Personal Information Exchange Syntax (specifies transfer syntax for personal
identity information such as private keys and certificates, etc.)

PKCS #15 Cryptographic Token Information Format Standard (ensures interoperability of
multiple vendor implementations)

Microsoft APl Standards

CAPI Cryptographic Application Programming Interface standards
PC/SC Standards
PC/SC Workgroup Interoperability Specs for Smart Cards and PCs (platform and OS independent)
Specifications 1.0
PC/SC Workgroup Updated enhancements, including contactless (wireless RF) cards
Specifications 2.0
ISO Standards
ISO/IEC 7810 Identification Cards — physical characteristics
ISO/IEC 7811 ID Cards — Recording techniques
ISO/IEC 7812 ID Cards — Identification of issuers
ISO/IEC 7813 Financial transaction cards
ISO/IEC 7816 ID Cards with contacts
ISO/IEC 10373 ID Cards — Test Methods
ISO/IEC 10536 Contactless ID Cards — Close Coupled
ISO/IEC 14443 Contactless ID Cards — Proximity (Mifare cards) - 1-inch range
ISO/IEC 15693 Contactless ID Cards — Vicinity (I.CODE cards) - 5-inch range

This Table is (U)

966
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(U) The RSA PKCS specifications originated in the early 1990s from RSA Labs and, though
from a single company (versus a collaborative standards body), have been subsumed into and
adopted by numerous de facto and formalized standards. The PC/SC specifications are both PC
platform and PC operating system independent, while also specifying low-level device
interfaces. The updated version is addressing contactless/wireless smart card specifications. The
ISO smart card standards are derived from the basic 1SO identification card standards. Similar to
the RSA PKCS #11, Microsoft's CAPI for Windows defines application programming interface
(API) for accessing tokens and letting vendors integrate security products into the OS—uwithout
token developers having to write separate drivers for each application.

2.1.3.1.4.2 (U) DoD Common Access Card

(U) An emerging standardized authentication token within the Department of Defense is the
DoD Common Access Card (CAC), an example of which is shown in Figure 2.1-2:

— e i
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—— “an e -

PR N ol T

This is figure is (U)

Figure 2.1-2: (U) DoD Common Access Card

(U) The characteristics of the DoD CAC will define a de facto smart card standard, merely by
virtue of the vast number of CACs that will eventually be issued (to reserve and active military,
DoD civilian employees, and DoD contractors on DoD networks such as the emerging GIG).

(V) The main directed requirements of the CAC were that it provide for encryption of secure
messages, digital signature for non-repudiation, hardware token capability for storage of
cryptographic keys for use on unclassified networks, and flexible smart card technology to
support the efficient evolution of DoD identity-based business processes. Additional
requirements were that a CAC work as a photographic identification card, provide for facility
physical access control, provide logical access (with strong Identification authentication) to
unclassified DoD networks, and take advantage of the existing card-issuance infrastructure.
Hardware token smart cards are a solution that satisfies all of these requirements.

(V) In order to support legacy applications, the CAC includes both bar codes and magnetic
stripes. Current work is being done to include contactless/wireless versions of the CAC (for easy
facility/physical access applications).
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(U) The CAC is a credit-card sized smart card that conforms to ISO/IEC standards 7810 and
7816. The basic processor CPU on the current version card is an 8-bit microcontroller (with
newer versions having up to 32-bit RISC reduced instruction set processors), the memory is 32K
EEPROM (plans for 64K), and the operating system is a Java API application programming
interface (to allow for a multiple vendor open architecture). Crypto processing is done by an
1100-bit, advanced crypto engine (and a 112-bit/192-bit DDES-ECC crypto accelerator). Double
DES (DDES) is used instead of single DES, which was originally used in many commercial
token implementations. CAC vendors include Gemplus, Axalto, and Oberthur. The DoD
implanted 3 Java applets on the card—the PIN security applet, the PKI applet, and a generic
personal information management applet. DoD is currently looking at adding an enhanced
biometric (e.g., fingerprint/thumbprint) capability directly onto the CAC.

(V) Issuance of a new CAC to a DoD employee requires a user fingerprint template collection
and verification and self-selection of an enabling PIN. At this time, about 82 percent of the over
4.4 million potential CAC recipients have been issued their cards (with cards being issued at up
to 12,000 a day). The CAC issuance infrastructure includes about 1,600 stations at more than 900
sites around the world.

(V) The DaoD also plans to develop a central issuance facility. In order to complement the
issuance of CACs, the DoD has already purchased more than 2 million stand-alone card readers
for use with existing PC computers (with new PCs being purchased with embedded card
readers).

(U) Due to the extremely large number of DoD CACs being distributed and due to their
application in sensitive areas and operations, much thought is going into the development and
evolution of the CAC. Thus it can be viewed as a robust de facto implementation standard of a
smart card token. It and its descendants will be important tokens in the future GIG.

2.1.3.1.5 (U) Cost/Limitations

(V) The cost and limitations of authentication tokens is based on both the token functionality
itself and upon the required supporting infrastructure—both local (as in the case of requiring
peripheral card readers for smart card tokens) and centralized (as in the case of a PKI Public Key
Infrastructure with its associated Certificate Authority [CA]).

(V) The concept of a PKI is very straightforward, but in order to implement a PKI that adaptively
scales to support a large user population, large investments must be made and complexities
overcome. One cost advantage of the DoD CAC smart card is that, by serving multiple legacy
functions, it will enable the DoD to eliminate and phase out many legacy identity cards and
thereby provide a larger than might be expected return on investment.

(U) Symmetric single-key software tokens implemented on a user client PC are significantly
cheaper than the equivalent hardware token implementation, since there is no hardware cost
beyond the already existing PC. An imputed lower mental cost to the user is that much of the
authentication process is hidden from the user. Another cost of software tokens is the lack of
operating system independence.
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(U) Depending on how complex (and inherently costly) one wishes to make either smart cards or
USB tokens when doing public key authentication, one can tradeoff the processing demands
placed upon the token device and the host client. In the cheapest and simplest token, it can
simply act as the repository of the private key that it can export to the client, which would then
do any required cryptographic processing. The low monetary cost of this approach however
incurs potentially high security risks (and costs) since the client PC must now be fully trusted to
be impervious to malicious attacks (i.e., Trojan horses).

(V) The alternate to this approach is to do cryptographic processing on the token itself (as on the
DoD CAC). This may be done by either first generating the needed private key on a client
workstation and then storing it on the token (Off-Token Key Generation) or by generating the
private key only on the token itself (On-Token Key Generation).

(U) The cost/limitation of Off-Token Key Generation is that it may temporarily expose the
private key to potential hacking attacks on the client (although another advantage is that the user
can make a backup copy of the key for disaster recovery purposes). The potential cost or
limitation of On-Token private key generation is that if the token suffers a hardware failure, the
private key may be lost forever. An example of a vendor product that does on-token key
generation is the cryptographic smart card by Datakey Inc.

(V) Despite their ease of security and convenience in carrying on one’s key-chain, the fact that
they can do onboard processing and storage, and the prevalence of USB ports on client
computers, there are several inherent limitations and costs to USB authentication key-fob tokens.
USB ports are often very inconveniently located on PCs (i.e., on the back panel of a PC tower).
USB ports may not be physically robust enough to avoid being damaged by the repeated daily
(or more often) interface with a USB token. And finally, a USB token is not large enough to
easily incorporate a photo ID.

(U) The DoD CAC has several current limitations. It was developed originally for use on the
NIPRNet and not on systems that require higher assurance. For example, the CAC is not NIAP
evaluated (specifically, a High Assurance Protection Profile does not currently exist), and it
contains foreign COTS hardware and software (e.g., one of the vendors is Gemplus, a French
manufacturer).

(U) The GIG will require higher assurance tokens that provide a way to present identity
credentials and authentication for access to classified information, which is an option not
currently supported by the CAC. The three primary Java security applets (access control/PIN
security, PKI support, generic information container management) need to undergo full high
assurance security evaluation.

(V) Plans are also being made to utilize asymmetric (public key) cryptography for the purpose of
transport of keys and integrate this capability into the CAC issuing system by December, 2006.
The January 2008 goal, to deliver a new DoD CAC compliant high assurance token that is
manufactured only in the U.S with only U.S.-developed software, will provide a CAC that
delivers high assurance Identification Management capabilities for the full suite of GIG
customers including DoD, the Intelligence Community, and International Partners. This high
assurance token will be able to carry classified information and Type | keying material.
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2.1.3.1.6 (U) Dependencies

(V) Further evolution of the DoD CAC to include full biometric integration and
contactless/wireless RF capability will rely on the full developing and maturing of the PC/SC
Workgroup Specifications 2.0. Biometric integration also depends upon acceptance of a
biometric technique (e.g., fingerprint).

2.1.3.1.7 (V) Alternatives

(V) The basic stand-alone alternatives to tokens (what you have) are biometrics (what you are)
and simple fixed passwords (what you know).

2.1.3.1.8 (U) Complementary Techniques

(V) Though biometrics and simple passwords (or PINS) can be viewed as mere alternatives to
authentication tokens, they are better viewed as adjuncts or complementary techniques that when
combined together have a multiplicative effect on an overall system security. Biometric data
templates can be stored securely on a smart card token rather than on the client workstation.
There is even the possibility of integrating an actual biometric fingerprint/thumbprint reader onto
the surface of a smart card, thus eliminating the need for additional peripheral hardware.

(V) The concept of an all in-one security device is an example where complementary techniques
are combined. Security devices can embed many, if not all, base authentication methods. The
intent is to create highly flexible and versatile security devices, such as for authentication,
encryption, signing, secure storage, and physical access. Comprehensive functionality and
personalization (e.g., personal storage) are essential to encourage users to embrace security
devices such as a token on a key chain or a smart card in a wallet. By supporting multiple strong
authentication methods, the same device becomes capable of interacting with a wide range of
networks and applications.

(U) The remote access scenario shows the benefit of integrating multiple authentication methods
into one single security device. Figure 2.1-3 shows a USB token with either a PKI-enabled SIM
chip inside or a smart card, with a display integrated within the reader to display the OTP. With
this hybrid device, a user roams over a Wi-Fi network using SIM-based authentication. Once on
the public network, the user can initiate a virtual private network (VPN) connection to a gateway
using the RSA private key and certificate, which are stored in the token. Once the VPN tunnel is
established, the user can log on to a portal to access the user’s account through a Web
interface—using the One Time Password generated by the token.
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Figure 2.1-3: (U) Example of a Hybrid Device

(U) An additional complementary technique would be mere physical access controls to secure
facilities. Though this serves more as a member of an authorized group identification
authentication than as an individual identification authentication, it is an important first barrier
that must be overcome before a malicious intruder can get anywhere close to sensitive IT
equipment. Indeed, the DoD CAC serves the dual purposes of both facility access (with both the
photo ID feature and legacy magnetic stripe for card swipe-controlled physical accesses) and the
follow-on required identification authentication for use of sensitive IT network resources. Other
physical access control technologies are being researched that use facial scans to enable access to
computer resources. An advantage to this approach is that it is a continual authentication, so
each time the user leaves the computer locks the user’s screen. When the user returns to the
computer, the facial recognition authentication is repeated to re-authenticate access.

2.1.3.1.9 (V) References
(U) “One Time Passwords in Everything”, http:/inner.net/opie, by Craig Metz.

(V) “PKCS Public-Key Cryptography Standards”, http://www.rsasecurity.com/rsalabs/node.asp?id=2124
(RSA Labs).

(U) PCSC Workgroup, http://www.pcscworkgroup.com/

(V) “Multi-Biometric Verification Demonstration (Category: Secure Access to Physical Systems,
Devices and Spaces)”, Vijayakumar Bhagavatula, Dept of ECE, Carnegie Mellon.
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2.1.3.2 (U) Biometrics

2.1.3.2.1 (V) Technical Detail

(U) A biometric is a measurable, physical characteristic or personal behavioral trait that can be
used to recognize the identity—or verify the claimed identity—of an enrollee.

] Trial
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as with a password

This is figure is (U)

Figure 2.1-4: (U) Biometric System Block Diagram

(U) Two processes are necessary for any biometrics system: enrollment and verification.
Enrollment involves recording the user’s biometric and storing it in the system as a template.
Verification is the comparison of a user’s biometric against the reference template to verify a
user’s identity. The enrollment process typically happens during system initialization or when a
new user is added to the system.

(V) Biometric systems all perform the same basic process for verification, as illustrated in Figure
2.1-4. First a biometric acquisition device reads the user’s biometric and creates a trial template.
A template is data that represents the biometric measurement of an enrollee used by a biometric
system for comparison against previously or subsequently submitted biometric samples. The trial
template is then compared against a reference template, previously stored during the enrollment
process.

(V) If biometrics is used with other authentication factors, the reference template for the user’s
claimed identity can be retrieved and compared against the trial template to verify the user’s
identity; this is referred to as an authentication mode. If a biometric is the only authentication
factor, the trial template must be compared against all reference templates in the database until a
match is found; this is referred to as a recognition mode. The matching process is based on a
scoring system. The system must judge whether there is a close enough match between the trial
and reference templates.
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(U) The accuracy of a system is measured by its False Match Rate (FMR) and False Non-Match
Rate (FNMR). The FMR is the probability that the biometric system will incorrectly identify an
individual or will fail to reject an impostor. The FNMR is the probability that the biometric
system will fail to identify an enrollee or verify the legitimate claimed identity of an enrollee.
Generally the lower the FNMR the easier the system is to use while the lower the FMR, the
better the security of the system. These characteristics are typically configurable by an
administrator. For a biometric system that uses just one template matching attempt to decide
acceptance, FMR is the same as False Acceptance Rate (FAR). When multiple attempts are
combined in some manner to decide acceptance, FAR is more meaningful at the system level
than FMR. For a biometric system that uses just one attempt to decide acceptance, FNMR is the
same as False Rejection Rate (FRR). When multiple attempts are combined in some manner to
decide acceptance, FRR is more meaningful at the system level than FNMR.

(U) During enrollment some biometric systems perform multiple scans of the same biometric to
create the reference template. This can create a more accurate reference template and help reduce
the FMR and FNMR.

(U) Accuracy is also driven by the amount of data collected or the number of data points
collected in the reference sample. This also contributes to storage requirements: more data points
means more storage capacity is required, which translates into more cost.

(V) Reliability is affected by aging and environmental conditions. Injuries and background noise
could affect the accuracy of the devices and increase the FNMR.

(V) There are many biometric factors that can be used. They are generally broken down into two
categories: physiological and behavioral. Physiological biometrics is usually derived from a
person’s anatomy and are difficult to alter. Examples include fingerprints, iris, and hand print.
Behavioral biometrics are derived from an action performed by an individual. Behavioral
biometrics are usually easier to alter but can be perceived as less intrusive by the user. Examples
of behavioral biometrics include signature, voice recognition, and gait.

2.1.3.2.1.1 (U) Physiological Biometrics

2.1.3.2.1.1.1 (V) Fingerprint Recognition

(V) The patterns of friction ridges and valleys on an individual’s fingertips are unique to that
individual. For decades, law enforcement has been classifying and determining identity by
matching key points of ridge endings and bifurcations. Fingerprints are unique for each finger of
a person including identical twins.

(U) Fingerprint recognition is the most widely available biometric technology. Fingerprint
recognition devices for desktop and laptop access are now widely available at a low cost from
many different vendors. With these devices, users no longer need to type passwords—instead;
only a touch provides instant access. Fingerprint systems can also be used in identification mode.
Several states check fingerprints for new applicants to social services benefits to ensure
recipients do not fraudulently obtain benefits under fake names.
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2.1.3.2.1.1.2 (U) Face Recognition

(V) The identification of a person by the facial image can be done in a number of different ways.
It can be done by capturing an image of the face in the visible spectrum, using an inexpensive
camera, or by using the infrared patterns of facial heat emission. Facial recognition in visible
light typically models key features from the central portion of a facial image. Using a wide
assortment of cameras, the visible light systems extract features from the captured image(s) that
do not change over time while avoiding superficial features such as facial expressions or hair.
Several approaches to modeling facial images in the visible spectrum are Principal Component
Analysis, Local Feature Analysis, neural networks, elastic graph theory, and multi-resolution
analysis. The major benefits of facial recognition are that it is non-intrusive, hands-free,
continuous, and is acceptable to most users.

(U) Some of the challenges of facial recognition in the visual spectrum include reducing the
impact of variable lighting and detecting a mask or photograph. Some facial recognition systems
may require a stationary or posed user in order to capture the image, although many systems use
a real-time process to detect a person's head and locate the face automatically.

2.1.3.2.1.1.3 (V) Iris Recognition

(V) The iris of the eye is the colored area that surrounds the pupil. Iris patterns are unique. The

iris patterns are obtained through a video-based image acquisition system. Iris scanning devices
have been used in personal authentication applications for several years. Systems based on iris

recognition have substantially decreased in price, and this trend is expected to continue.

(V) The technology works well in both verification and identification modes (in systems
performing one-to-many searches in a database). Current systems can be used even in the
presence of eyeglasses and contact lenses. The technology is not intrusive. It does not require
physical contact with a scanner. Iris recognition has been demonstrated to work with individuals
from different ethnic groups and nationalities.

2.1.3.2.1.1.4 (U) Hand and Finger Geometry

(U) These methods of personal authentication are well established. Hand recognition has been
available for over twenty years. To achieve personal authentication, a system might measure
physical characteristics of either the fingers or the hands. These include length, width, thickness,
and surface area of the hand. One interesting characteristic is that some systems require only a
small biometric sample (a few bytes).

(V) Hand geometry has gained acceptance in a range of applications. It can frequently be found
in physical access control in commercial and residential applications, in time and attendance
systems, and in general personal authentication applications.

2.1.3.2.1.2 (U) Behavioral Biometrics

2.1.3.2.1.2.1 (V) Signature Verification

(V) The technology is based on measuring the speed, pressure, and angle used by the person
when a signature is produced. One focus for this technology has been e-business applications and
other applications where signature is an accepted method of personal authentication.
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2.1.3.2.1.2.2 (U) Speaker Recognition

(U) Speaker recognition has a history dating back some four decades, where the output of several
analog filters was averaged over time for voice matching. Speaker recognition uses the acoustic
features of speech that have been found to differ between individuals. These acoustic patterns
reflect both anatomy (e.g., size and shape of the throat and mouth) and learned behavioral
patterns (e.g., voice pitch, speaking style). This incorporation of learned patterns into the voice
templates (the latter called voiceprints) has earned speaker recognition its classification as a
behavioral biometric.

(U) Ambient noise levels can impede collection of the initial and subsequent voice samples.
Performance degradation can result from changes in behavioral attributes of the voice and from
enrollment using one telephone and verification on another telephone. VVoice changes due to
aging also need to be addressed by recognition systems. Many companies market speaker
recognition engines, often as part of large voice processing, control, and switching systems.
Capture of this biometric is seen as non-invasive. By using existing microphones and voice-
transmission technology to allow recognition over long distances by ordinary telephones (wire
line or wireless), this technology needs little additional hardware.

2.1.3.2.2 (U) Usage Considerations

(V) There are two typical implementations for deploying a biometric system: using a centralized
database for storing user reference biometric templates (recognition mode) or storing the
biometric value directly on a token the user possesses (authentication mode).

2.1.3.2.2.1 (U) Implementation Issues

(U) Recognition mode uses a centralized database containing all enrolled users’ reference
templates. A user presents himself/herself at the biometric reader for authentication. The reader
collects the biometric, digitizes it, and sends it over the network from the client (directly
connected to the reader) to a Biometric Authentication Database. The comparison and
acceptance/rejection of the fingerprint/face/etc. is made there, and the acceptance or rejection
notice is sent back to the client. If a match is verified, the user is allowed to access the various
resources on the network.

(U) Authentication mode typically stores the biometric value directly on the user’s token. In this
case there is no central database. Rather, the user feeds a hardware token into the reader, and
then presents the fingerprint, face, etc., for reading. The reader is a trusted device that compares
the measured biometric directly with the value stored on the presented token.

(U) Biometrics may not be suitable for every environment. For example, users in tactical
environments may have difficulty using a fingerprint reader since their fingers might get dirty or
cut or their protective clothing may preclude access to the biometrics reader. Carrying a large
biometric reader with a handheld device may limit the device’s mobility. Hence, use of a
particular biometric must be weighed against its operational environment. The authentication
confidence associated with biometrics must consider the applicability of the authentication
mechanism for the environment in question.
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2.1.3.2.2.2 (U) Advantages

(U) The time required to perform a match in authentication mode is much less than in
recognition mode because the trial template must only be matched against a single reference
template. The time necessary to perform the recognition process is driven by the size of the
template database and the size of the template. The more users enrolled in a system the longer it
will take to perform a match in the database. Also the larger the template the longer a positive
match will take. Using biometrics as one of several authentication factors increases the strength
of the authentication, and because the biometric system can be used in authentication mode
versus recognition mode, it should not impact system performance.

(V) To access some information in the GIG, multifactor authentication may be required.
Biometrics can play an important role in providing a higher authentication score than a simple
user name and password. They can also be used to unlock a user’s privileges or other
authentication information. Biometrics also assist in providing an audit function as they can
uniquely identify a user and enable the system to tie the user to performed actions.

2.1.3.2.2.3 (U) Risks/Threats/Attacks

(U) With the recognition mode implementation, an adversary does not need to attack the reader,
but rather the network or the biometric database. The biometric template must be secure as it
crosses the network. If the template can be captured, an adversary can present it to the biometric
database and impersonate an authorized user. This can be avoided by securing the connection
between client and database by using protocols such as IPsec or TLS, which includes replay
protection.

(V) The database itself also is a target for attack. If the database can be compromised, all
reference templates stored on it are also compromised. The database is likely to be riding on an
OS that can be exploited through a variety of methods, much like attackers on the Internet
capture credit card databases today. Alternatively, an attacker can use the weakness to replace
the stored value with his own value, thus granting him access while completely eliminating the
legitimate user from the system.

(V) The difference between this biometric attack and credit card attacks is that biometric
templates are very difficult to revoke. If an attacker captures a set of credit card numbers, those
cards can be revoked and new cards issued. Or if an attacker captures a set of private encryption
keys from a PKI, the certificates corresponding to those keys can be revoked and new
keys/certificates issued. While there is some pain and expense in the revocation operation, the
procedures and methods are known.

(V) Contrast this with an attack that captures the digital fingerprints of the user base. The
attacker now has the digitized fingerprints and can inject them into the system as needed to
impersonate a user. It is not practical to have users get new fingerprints; the only option is to
throw out the existing biometric solution and replace it with a new one (e.g., a new method of
digitizing fingerprints that bears no relation to the other one and cannot be derived from it or
switch to using face recognition instead of fingerprints).

(V) To defend against these attacks, a number of steps must be taken:
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e (U) The digitized image must be some transform of the actual biometric that cannot
easily be reversed. For example, the value sent, stored and compared would be a SHA-1
hash of the digitized fingerprint. If this were to be captured, it would be replaced with a
SHA-2 hash of the face, etc.

e (U) Each use of the biometric should include some unique value (e.g., time stamp)
hashed in with the actual value to protect against replay attacks. This is a trade-off, as the
goal would be to use a biometric value for an entire session (e.g., only capture the
fingerprint once, then let the user work for a few hours), and replay attacks can
potentially be done whenever the time is still within the legal window of use of the
biometric.

e (U) As indicated above, the communication between the computer connected to the
biometric reader and the central database must be secured, for example, using TLS,
IPsec, or equivalent security.

e (U) The computer on which the Central Database resides must be secured to the
maximum extent possible.

e (U) Protected Resources must also be secured. They must be able to authenticate all
accesses by users—they should be able to tell from where an access arrives in case it is
attempted by an attacker who has compromised the system.

(V) The authentication mode implementation avoids the network and operating system-based
vulnerabilities described above; however, it presents a number of its own potential
vulnerabilities. Chiefly, these relate to the tamper resistance of the hardware token—if an
attacker can acquire the token and replace the stored value with his own value, he will be
approved by the system.

(U) Other vulnerabilities with this approach relate to how the biometric reader communicates
successful matching to the system. If an attacker can simply forge a successful match message
from the reader to the protected resources, the attacker is in the system again.

2.1.3.2.3 (U) Maturity

(V) The Gartner Hype Cycle lists two to five years to reach the plateau/adoption. The plateau is
defined as “the real-world benefits of the technology are demonstrated and accepted.” Gartner
lists several factors, which determine the maturity level. User acceptance is one of the primary
factors along with ease of use, accuracy, reliability, resistance to attack, and cost.

(U) User acceptance is a concern with iris and retina scanning, because of a general fear people
have about instruments close to their eye. The accuracy of iris and retina scanning is reasonably
good, but the cost is high for scanning equipment. VVoice and signature recognition are neither as
intrusive as iris and retina scanning nor as expensive, but are not as accurate and require more
effort to use. Fingerprint, face, and hand recognition fall in between in terms of intrusiveness,
accuracy, and expense.
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(V) IDC lists three main challenges to adoption of biometrics authentication: convenience,
installation, and portability. Convenience translates into ease of use in Gartner's terms while
installation is really a cost factor, which includes time and money. Portability is something
Gartner does not discuss.

(V) IDC describes portability as how easy is the biometric device to carry around. If the
biometric device is cumbersome to carry, people will refuse to use it.

(V) Gartner lists the following obstacles to biometrics technology:

e (U) Biometric equipment is expensive to buy and install
e (U) Applications have to be changed
e (U) None of the biometrics devices are fool proof

e (U) Accuracy can be affected by aging, injury, or environmental conditions

(V) There are several initiatives that may accelerate the biometric development market. For
example, a trusted traveler program is being lobbied for to move people through airports quickly
and to improve security. One of the fundamental pieces to a trusted traveler program is
biometrics. Travelers must be authenticated as they move through the transportation system.
While a trusted traveler program is still being debated in Congress, a pilot program is underway.
Developments related to the trusted traveler program could accelerate the biometrics market.

(U) When it comes to the core algorithms and mechanisms involved, the Technology Readiness
Level of biometric technologies in general can be thought of as nearing the Mature level (TRL7-
9).

2.1.3.2.4 (V) Standards
(V) Standards applicable to biometrics are listed in Table 2.1-2.

Table 2.1-2: (U) Biometric Standards

This Table is (U)

Standard Description
Common Biometric CBEFF originally stood for Common Biometric Exchange File Format and was
Exchange Formats originally developed by the Biometric Consortium (BC). It was published by NIST as

Framework (CBEFF) NISTR 6529. CBEFF defines a standard method for identifying and carrying biometric
data. It describes a framework for defining data formats that facilitate the
communication of biometric data. CBEFF does not specify the actual encoding of data
(e.g., bits on a wire) but provides rules and requirements and the structure for defining
those explicit data format specifications.

This Table is (U)
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This Table is (U)

Standard

Description

BioAPI

The BioAPI standard defines an Application Program Interface (API) and a Service
Provider Interface (SPI) for standardizing the interaction between biometric-enabled
applications and biometric sensor devices. The API provides a common method for
applications to access biometric authentication technology without requiring
application developers to have biometric expertise. The SPI allows the production of
multiple BSPs (Biometric Service Providers) that may be used by an application
without modification of that application, regardless of biometric technology.

The BioAPI Consortium originally developed the BioAPI specification. The BioAPI
Consortium is a group of over 50 organizations focused solely on furthering a standard
biometric API. M1 has taken the resulting specification from the consortium and
standardized it nationally as ANSI INCITS 358-2002. M1 has also contributed ANSI
INCITS 358-2002 to SC 37 where it is currently a draft international standard.

Data Interchange
Formats

A data interchange format specifies the low-level format for storing, recording, and
transmitting biometric information. This biometric information may be unique to each
biometric characteristic (e.g., fingerprint, iris, signature) and/or to each method of
capture (e.g., photograph, capacitive sensor). In some technologies, this biometric
information is called a template. M1.3 is currently working on projects dedicated to
standards for the following formats.

Biometric Profiles

A biometric profile identifies a set of base biometric standards that apply to a single
application or scenario. The profile then identifies the appropriate configurations,
parameters, and choices for options provided within those specifications. The goal is to
provide interoperability and consistent functionality and security across a defined
environment.

M1.4 is engaged in the following projects:

e Interoperability and Data Interchange—Biometric Based Verification and
Identification of Transportation Workers

o Interoperability, Data Interchange and Data Integrity—Biometric Based
Personal Identification for Border Management

e Point-of-Sale Biometric Verification/Identification

SC 37 has defined a functional architecture that serves as part one of a multi-part
standard. SC 37 is also working on the first profile of the standard titled Biometric
Profile for Employees.

Biometric Evaluation
Methodology

The Biometric Evaluation Methodology (BEM), Version 1.0, was designed to aid
security evaluators who were attempting to evaluate biometric products against the
Common Criteria (CC). The Common Evaluation Methodology (CEM) used in CC
evaluations does not address the environmental, user population, and other issues that
have an impact on a biometric implementation. The BEM specifically addresses these
issues as they apply to biometric technology evaluations under the CC.

Evaluators, certifiers and developers from Canada, U.K., GERMANY, U.S., Italy,
Sweden, and others developed the BEM. Version 1.0 of BEM was released in August
of 2002.

This Table is (U)
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This Table is (U)

Standard Description
Biometrics Protection The CC is an effort of the US, Canada, and European countries to establish a common
Profile set of security criteria by which to evaluate IT products. This effort has resulted in an

international standard (ISO/IEC 15408-1) for evaluating IT security products. The
document that establishes the implementation-independent security requirements for a
given category of product is called a Protection Profile. Currently, the DoD Biometrics
Management Office (BMO) and the National Security Agency (NSA) are developing
four Protection Profiles for biometrics products:

e Robustness Biometric PP for Verification Mode

e Basic Robustness Biometric PP for Verification Mode

e Medium Robustness Biometric PP for Identification Mode
e Basic Robustness Biometric PP for Identification Mode

Biometric API for The JavaCard Forum was established in 1997 to promote Java as the preferred
JavaCard programming language for multiple-application smart cards. A subset of the Java
programming language was proposed for these cards and resulted in a standard for a
JavaCard API. The JavaCard Forum has extended the JavaCard API to enroll and
manage biometric data securely and facilitate a match on card capability with the
Biometric API for JavaCard. The Biometric APl manages templates, which are stored
only in the card. During a match process, no sensitive information is sent off the card.

Common Data Security | The Human Recognition Services Module (HRS) is an extension of the Open Group’s
Architecture (CDSA), Common Data Security Architecture (CDSA). CDSA is a set of layered security
Human Recognition services and a cryptographic framework that provides the infrastructure for creating
Services Module cross-platform, interoperable, security-enabled applications for client-server
environments. The biometric component of the CDSA’s HRS is used in conjunction
with other security modules (i.e., cryptographic, digital certificates, and data libraries)
and is compatible with the BioAPI specification and CBEFF.

This Table is (U)

2.1.3.2.5 (V) Cost/Limitations

(V) Biometrics can provide an enhanced authentication capability but they have several costs
associated with them. First, biometric readers must be deployed on the system. This may be a
substantial cost depending on the cost per reader and the number of readers required. In the GIG,
it is envisioned that many systems will require biometric authentication, and therefore a large
number of readers will be required.

(V) There are several processes that require administration in a biometric system and therefore
add to the maintenance cost of the system. One of these processes is enrollment, which incurs a
cost both upon the central administrator and upon the user.

(U) Another limitation of biometrics is the user’s acceptance. This is influenced by the perceived
intrusiveness of the biometric. For example, signatures are widely accepted today, and a user
would be far less likely to mind a signature biometric than an iris or retina scan that requires
them to put their eye close to the biometric reader. If the users will not accept the use of the
particular biometric technology, it cannot be expected to be successful.
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2.1.3.2.6 (U) Alternatives

(V) Alternatives for biometrics include any information that can be used to verify a user’s
identity. For example, Government issued photo identification may be substituted for a biometric
for applications such as physical access to a building. However, it alone is not adequate to
authenticate access to an information system.

(U) Another alternative to biometrics is to require more information that the user knows. For
example, if a biometric is not available, inputting several passwords may be sufficient to
authenticate the user.

2.1.3.2.7 (U) Complementary Techniques

(U) Hardware tokens are complementary to biometric implementations using the authentication
mode.

2.1.3.2.8 (U) References
(V) Biometric Authentication Perspective (Gartner)

(V) Hype Cycle for Information Security, 2003 (Gartner)(U) "Reduced Complexity Face
Recognition using Advanced Correlation Filters and Fourier Subspace Methods for Biometric
Applications”, by M. Savvides, PhD Thesis, May 2004, Electrical & Computer Eng, Carnegie
Mellon University
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2.1.3.3 (U) Device/Service Authentication

(U/IFOUO) Security and trust in any network is a function of all the elements that make up a
network. This includes end-point (client and server) devices that can impersonate users and
organizations. As network devices proliferate (e.g., mobile phones, PDAs, portable digital music
players, set-top boxes, and laptops), the ability to distinguish between trusted and rogue devices
becomes a fundamental security requirement.

(V) Since an authenticated device can act as the root of trust, it can also provide the security
foundation for a new breed of applications, such as identity based anti-virus solutions and digital
information rights management software. From this standpoint, device and service authentication
IS a core requirement of any strong identification management strategy.

(V) There are a variety of initiatives and incentives/motivations that are driving industry towards
robust device authentication, including the following:

e (U) Transform today’s mobile devices (e.g., cell phones, PDAs, laptops) into strong
authentication devices

e (U) Propagate device credentials, strong authentication algorithms, and authentication
client software across many network end points (e.g., desktop computers, servers,
switches, Wi-Fi access points, set-top boxes)

e (U//FOUO) Enhance device credentialing management schemes for improving SSO in
the GIG, or at least to help reduce Sign-On problems

e (U) Build around well-established infrastructure components such as directory and
RADIUS servers

e (U) Proliferate low-cost, multi-function authentication devices (e.g., tokens, smart cards)

e (U) Facilitate native support (e.g., platform connectors) for strong device and user
authentication in application development and identification management platforms

e (U) Leverage federated identity protocols as a powerful propagation and integration
mechanism

e (U) Enable best-of-breed solutions through interoperable components

e (U) Credentials and Security Devices
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2.1.3.3.1 (V) Technical Detail

2.1.3.3.1.1 (U) Universal Strong Authentication for Devices

(U) The strength—the trustworthiness—of an identity depends on multiple factors. The initial
authentication process (i.e., identity verification), the type of credential being issued (i.e.,
security token), and the depth of the relationship between the authenticator and the authenticated
entity all contribute to the strength of an identity. Beyond the authentication process, the security
policies enforced by the authentication authority and its operation best practices have a direct
impact as well.

(V) Strong identification management must take into account technology, policy, and operational
issues. Strong authentication is the first level of trusted networks where identities can be securely
shared and trusted across independent partners. It is the foundation for a more secure network,
one in which all people and all devices are strongly authenticated in an open, interoperable, and
federated environment.

(U) Three methods specify the core types of authentication credentials—SIM secret and X.509
certificate. Each of these methods has a specific use in an interoperable environment:

e (U) SIM-based authentication — SIM (Subscriber Identity Module). This authentication
method predominates in telecommunications. It also is emerging as an important
authentication method in public Wi-Fi networks (authentication and roaming across
Global System for Mobile Communications/General Packet Radio Service and 802.11
networks).

e (U) PKI-based authentication — PKI is a fundamental security component of all major
Internet protocols for authentication and communication (e.g., Transport Layer Security
[TLS], WS-Security, IPsec IKE, 802.1x, Session Initiation Protocol [SIP]). The choice of
X.509v3 certificates as strong credentials is also consistent with deployment trends in
enterprise and government markets. Furthermore, certificates offer additional security
functionality beyond authentication, for example for electronic form and e-mail signing
and file encryption. It should also be noted that there are ongoing developments within
PKI/KMI to specify not just devices in the Directory Information Tree, but also services,
servers and roles.

2.1.3.3.2 (U) Usage Considerations

(U) When describing authenticating a device, it is important to consider to what the device is
authenticating. In the case of 802.1x, the device is being authenticated at the link layer. In the
case of a call setup on a mobile phone network, the authentication occurs at an application level.
Sometimes authentication will need to be done on a per connection basis (such as on a point-to-
point link). Other times, authentication will need to be done at an enterprise level for auditability
and scalability purposes.

(V) Each of these different scenarios implies a different mechanism to perform device
authentication. This can lead to many overlapping (and potentially conflicting) protocols and
processes.
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2.1.3.3.2.1 (U) Advantages

(V) Secure device authentication enables many other security goals of GIG-related technologies.
By also authenticating a device that a user is interacting with, the entire system has a higher
degree of confidence in the authenticated session. By authenticating a device in a data center
communicating with another unmanned device, services such as web services can use the
identity of a device as a foundation for trust in the end-to-end system. Device authentication
permits secure access to networks, applications, and any other GIG-connected resources.

2.1.3.3.2.2 (U) Risks/Threats/Attacks

(V) Device authentication mechanisms have many potential points of vulnerability. The protocol
used to relay authentication across the network may be a point of attack. Dr. Arbaugh from the
University of Maryland has already found several weaknesses in the 802.1x protocol. These
vulnerabilities allow 802.1x to be attacked over the network. These attacks may allow an attacker
to either hijack a session from an authenticated device or prevent a legitimate device from using
the network.

(V) Furthermore, device authentication may be relying on the physical security of the device
itself. This security may come in the form of guards, guns, and dogs (standard physical security)
or may be the result of the use of tamperproof/tamper evident devices such as a smart card. The
guards, guns, and dogs model of physical security can be overcome by physical force.
Tamperproof/tamper evident protections might be overcome by sophisticated technical attacks.
Ross Anderson has published many papers on the topics of subverting tamper resistant/ proof
devices.

(U) However the device authentication mechanism is subverted, the end result is generally the
same; lack of trust in the actual identity of the end device. When designing or deploying device
authentication systems, great care must be exercised to determine the real security limitations of
the protocols and products involved.

2.1.3.3.3 (V) Maturity

(V) Device authentication is an emerging technology. Until recently, there has been little
perceived value in authenticating a device. Enterprises have been more worried about the identity
of the user and have not focused their attention on the device itself. However, as devices become
more mobile and disposable, device authentication is rapidly gaining visibility.

(V) Unfortunately, few standards exist and even fewer products. This area of device
authentication still requires a great deal of research and standards development before
widespread market adoption will occur.

(V) In summary, the Technology Readiness Level of device authentication can be viewed as
Emerging (TRL 4 - 6).
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2.1.3.3.4 (V) Standards

2.1.33.4.1 (U)802.1x

(V) The Institute of Electrical and Electronics Engineers (IEEE) approved the standard 802.1x on
June 14, 2001. This standard is based on the physical characteristics and identification of the
device, port, or wireless station that is requesting the connection. The standard provides a
mechanism for restricting access to a local area network (LAN) or a virtual local area network
(VLAN). Generally, it is described as providing port-based access control.

(V) The 802.1x authentication architecture consists of a supplicant—a user or entity representing
the endpoint requesting a network connection; an authenticator—a network device or entity that
is facilitating the authentication of the supplicant; and an authentication server or service—
responsible for validating the supplicant’s credentials and determining whether to authorize the
authenticator to grant access to the requested services.

(V) 802.1x specifies how to carry link-level authentication information using Extensible
Authentication Protocol (EAP). (See the next section.) While 802.1x does not require the use of a
separate authentication service, it is often deployed in combination with a RADIUS server.

2.1.3.3.4.2 (U) EAP

(V) EAP, or Internet Engineering Task Force (IETF) RFC 2284, is an authentication framework
that defines a way to encapsulate different authentication methods. EAP can be used in
combination with point-to-point protocol (PPP) (IETF RFC 1661) or IEEE 802.1x. A recent
Internet draft updates the original EAP specification.

(V) A range of methods have emerged that build on EAP, including:

e (U) EAP-Transport Layer Security (TLS), for encrypted communication between
endpoints identified by public key infrastructure (PKI) certificates

e (U) EAP-message digest 5 (MD5), for password authentication using a challenge-
response approach

e (U) EAP-Generic Token Card (GTC), for use with one-time password tokens

e (U) EAP-Microsoft Challenge Handshake Authentication Protocol (MS-CHAPV2)

(V) Cisco, Microsoft, and RSA collaborated in proposing Protected EAP (PEAP) to the IETF.
PEAP has security improvements that extend Cisco’s Lightweight EAP (LEAP). LEAP uses a
stronger password-hashing authentication approach than EAP-MD?5, but is also susceptible to
offline dictionary attacks against the password. PEAP is supported by Microsoft, Cisco, Funk
Software, and Meetinghouse Communications, but is not recognized as an industry-wide
standard. Typically, PEAP is used in combination with TLS for secure communication between
endpoints that are authenticated using a method other than PKI.
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2.1.3.3.4.3 (U) RADIUS

(U) RADIUS, most recently specified by IETF RFC 2865, was originally designed as a protocol
mechanism for authenticating remote users. It is still typically used today to authenticate remote
users connecting to a dial-in modem pool or an Internet-accessible, virtual private network
(VPN), gateway device.

(V) The typical architecture for RADIUS involves the VPN gateway or access server acting as
the client, requesting authentication of a user connection; and a RADIUS server, performing the
authentication and passing back appropriate configuration information to the requesting service.
In addition, RADIUS servers can act as proxies for other RADIUS servers or authentication
services. This is often required when users are roaming between service providers or interfacing
between a service provider and an internal network’s identification management infrastructure.

(U) While RADIUS is independent of 802.1x, many network access devices are expected to
implement both the 802.1x authenticator role and the RADIUS client role. However, 802.1x is
unable to support the challenge-response mechanisms of RADIUS. Where a port ID is not
available, such as in wireless situations, an association 1D will be used.

(V) The IETF informational RFC 3580 defines specific mappings and special considerations
when using both 802.1x and RADIUS. In particular, it defines how to authorize access to a
VLAN by leveraging the tunnel attributes of RADIUS. It also discusses specific known
vulnerabilities with RADIUS and EAP and provides approaches to mitigate them.

(V) IETF informational RFC 3579 specifies how a RADIUS client, or a network access server,
encapsulates EAP packets to forward to the RADIUS server, where method-specific code can
interpret and process the requests. This characteristic enables the network access server to be
neutral as to which authentication method is being used and to be unaffected by the introduction
of new authentication methods.

2.1.3.3.4.4 (U) PANA

(U) A more recent standards initiative is underway in the IETF work on a Protocol for carrying
Authentication for Network Access (PANA). This work is still in a draft status, with additional
deliverables planned for 2004 to define the interactions between PANA and 802.1x and to
specify a Management Information Base (MIB) for the protocol.

(V) Goals for the PANA effort include support for roaming devices, dynamic choice of service
providers, and multiple authentication methods—all based on IP protocols. PANA is designed to
work with EAP as a network-layer transport, carrying EAP payloads independently from the
choice of link-layer protocol and avoiding potential roundtrip delays during connection
establishment. Note, however, that the primary focus of this effort is to authenticate devices at
Layer 3 or above before granting use of network services. A typical usage scenario involves a
client system authenticating to a server to gain network access.

(U) While mechanisms such as 802.1x and PPP already support specific link-layer support for
EAP, other application-layer authentication approaches are considered to be ad hoc and
vulnerable.
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(U) The work on PANA is still at an early stage and is being driven mostly by vendors,
providing wireless network services, and mobile clients.

2.1.3.3.4.5 (U) Platform-Based Key Storage

(U) Hardware key storage is becoming built directly into personal computing devices. The
Trusted Computing Group (TCG) and Next Generation Secure Computing Base (NGSCB) allow
PKI keys and certificates to be stored on chips, which are manufactured into PC and PDA
motherboards. In essence, the personal computing device contains a built-in smart card.

(U) Although only a small number of vendors (e.g., IBM and HP) offer such products today
TCG and NGSCB will play important roles in digital rights management and platform security in
the next few years.

2.1.3.3.4.6 (U) XML and PKI [XKMS]

(U) As mentioned previously, the appeal of XML has reached PKI in the form of XKMS, a
lighter-weight approach for clients and servers to deal with some of the complexities of
traditional PKI processing, such as certificate path-checking and validation. While XKMS
capability is being introduced into newer versions of PKI products, it has not yet had a major
impact on the industry.

(V) The World Wide Web Consortium (W3C) has published requirements for Version 2 of
XKMS, which intends to improve the XKMS interactions with Simple Object Access Protocol
(SOAP), XML Schema, and Web Services Description Language (WSDL).

(U) XML Signature and XML Encryption standards have been formalized by the W3C and
promise to be a prevalent part of future application development. The ability to encrypt and sign
individual components of XML documents will require robust key management capabilities, a
role potentially filled by PKI.

(U) The Organization for the Advancement of Structured Information Standards (OASIS) has
initiated a standards process for the XML-based Digital Signature Services (DSS). To date, a
draft exists only for requirements and use cases, but DSS intends to provide an overarching set of
XML techniques for the processing of digital signatures, including verification, time stamping,
and signature creation.

(U) Although ITU X.509 and the IETF PKIX group use ASN.1 as the basis of encoding for PKI
certificates, there is interest in creating a general-purpose standard for XML certificate encoding.
Discussions in the IETF and W3C have resulted in some initial drafts, but nothing has emerged
as a clear standards candidate at this point. Due to the concerns about ASN.1 development and
processing complexity, however, it is likely that continued effort in this area will result in the
creation of a standards-based XML digital certificate format.

2.1.3.3.4.7 (U) IPsec VPNs
(V) Two headers form the basis of IPsec: the Authentication Header (AH) protocol and the
Encapsulating Security Payload (ESP) protocol. AH, as the name implies, is used for
authenticating packets from a host or network device. The ESP header can be used for both
authentication and encryption.
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(V) Each of these protocols can operate in one of two modes: the transport mode or the tunnel
mode. In transport mode, the protocol operates primarily on the payload of the original datagram.
In tunnel mode, the protocol encapsulates the original datagram in a new datagram, creating a
new IP header and treating the original datagram as the data payload.

(V) The design of the AH and ESP headers is modular, which allows different cryptographic
algorithms to be used as needed. As new algorithms are developed, such as elliptic curve
algorithms and the Advanced Encryption Standard (AES), the parameters for their use can be
standardized within IPsec’s architecture and then used in conjunction with AH or ESP.

(V) Although the AH and ESP protocols do not specify a particular automated encryption key-
management system, IPsec implementations are designed to support both preshared keys and the
automated key management system called Internet Key Exchange (IKE), which is defined in
IEEE RFC 2401.

2.1.3.3.4.8 (U) SSL VPNs

(U) Using SSL version 3.0 to implement secure network connections is different than using
IPsec, because connections focus on individual users and sessions rather than on multiplexed
communications between sites. Thus, SSL-secured networks are similar to remote access VPNs,
although most implementations of SSL-secured networks connect a user to a server (or server
farm) and not to all the resources at a site.

(U) One of the most appealing features of using SSL for a secure network is the deployment
simplicity. The minimum requirements for an SSL-secured network are a Web server with an
appropriate digital certificate and a Web browser on each user’s computer. Note that this setup is
mostly used for Web-based access. File Transfer Protocol (FTP), Simple Mail Transfer Protocol
(SMTP), and Network News Transport Protocol (NNTP) can use SSL if the appropriate SSL-
enabled versions of those products are used.

(U) As commonly deployed, only the servers require digital certificates to initiate SSL sessions.
This considerably reduces the number of certificates to be managed and distributed. That may
suit some enterprises. However, organizations looking to authenticate external users, such as for
an extranet, must employ some form of client authentication. This adds the requirement for a
PKI system if authentication is to be performed within the SSL protocol.

2.1.3.3.5 (V) Costs/Limitations

(V) Device authentication technologies and protocols, while existing in some form today, are
still considered emerging technologies. This can be seen in the Standards section, while noting
the number of Working Groups (IETF and others) that are still working towards enhancing the
authentication and security of these standards.

(V) From a pragmatic GIG enterprise services viewpoint, the type technology selected depends
on the particular situation and its mission needs of the authentication strength. For example, for
situations that do not require the strictest authentication and secure levels, combinations of Wi-Fi
Protected Access (WPA) on a wireless local area network (WLAN) using RADIUS and LDAP
servers should meet most needs.
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2.1.3.3.6 (U) Dependencies

(V) Microsoft provides built-in support for 802.1x in Windows XP. Windows 2000 users
running Service Pack 3 can download the Microsoft 802.1x Authentication Client for Windows
2000. Microsoft also supplies versions of this client software to Windows 98 and NT users with
a Premier support agreement.

(U) Apple has built-in support for 802.1x in Mac OS X (v10.3), which can be configured to
access either an AirPort wireless connection or a secure Ethernet port. Mac OS X v10.3 also
supports WPA for WLANS without the need for 802.1x or a RADIUS server, which is ideal for
home users without a RADIUS server.

(V) Linux systems require client software that performs the 802.1x supplicant function. This
software is available from the Open Source Implementation of 802.1x site used in combination
with OpenSSL (Secure Sockets Layer) and FreeRADIUS.

(V) In addition, developer Kkits and 802.1x drivers for various operating environments are
available from software vendors, such as Meetinghouse Data Communications with its AEGIS
product line. The AEGIS client is available for Windows 98, ME, NT, 2000, and XP; Pocket PC
and Palm products; Mac OS X; and Linux. Funk Software offers its Odyssey client for Windows
98, ME, NT, 200, and XP; Pocket PC; and Windows Mabile.

(U) A growing class of products that assess the status of client systems for conformance to
security policies are embracing 802.1x authentication to integrate with network switching
systems. Access to the network is only granted once policy conformance has been established.
Both Zone Labs’ Integrity 5.0 and Sygate’s Secure Enterprise support this feature. Zone Labs
(acquired by Checkpoint Software) certifies its 802.1x feature to work with products from
Aruba, Cisco, Enterasys, Funk Software, and Microsoft. Sygate announced support for
interoperability with products from Cisco, Enterasys, Extreme, HP, and Nortel. One of the
features of Sygate’s solution is to quarantine any client systems, which are not running policy-
checking agent software, to a guest VLAN.

(U) Other third-party software products inherit support for 802.1x simply by working with
existing 802.1x-aware client software, such as the support built in to Windows XP. For example,
RSA provides support for SecurlD authentication to WLANS through its Advanced Computing
Environment (ACE)/Agent for Windows and the Windows XP wireless LAN client.

(V) Fiberlink, GRIC, and iPass are implementing similar capabilities for their VPN clients.
These companies provide remote access management and VPN capabilities. Their clients check
the mobile device infrastructure to make sure—before allowing connection—that the firewall is
running, the virus scanner is running and up to date, and the VPN is active.
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2.1.3.3.7 (V) Alternatives

2.1.3.3.7.1 (U) MAC/IP address

(U) An alternative is to use the older simpler methods of device identification such as the media
access control (MAC) address or IP address of the device the user is using at the time. Enterasys’
User Personalized Network (UPN) is such an example. Once identity is established, the switch
can determine whether to grant access to devices associated with a restricted VLAN. One of the
main strengths of the UPN is its ability to provision network services and applications based on
user identity. The Enterasys solution relies on existing enterprise investments in directories—
such as Microsoft’s Active Directory or Novell’s eDirectory—to authenticate user identity and
establish an association with the user’s location.

(U) Within the scope of device authentication, there exist a number of alternatives and
combinations. Most of these are related to specific vendors and platforms. These are described
below.

e (U) Alcatel implements an approach to Layer 2 authentication within its OmniSwitch
product line. Alcatel’s authenticated VLAN (AVLAN) feature does not rely on operating
system support for EAP and 802.1x, but requires an Alcatel-supplied client application:
AV-Client for Windows 9x, NT, 2000, and XP. This client combines the Windows login
with a network login, so a user enters an identity and credential only once. A successful
authentication connects the user to the VLAN and its resources.

e (U) Cisco has a framework for identity-based networking services that is supported
across several product lines, including Catalyst switches (6500, 4500, 3550, and 2950),
Aironet wireless access points, and Cisco’s Secure Access Control Server v3.2 (ACS).
The various network switch products implement 802.1x. They perform the role of an
authenticator or intermediary between the supplicant at the client and the RADIUS
authentication service. Cisco’s RADIUS server product is ACS.

e (U) Cisco extends 802.1x to enable dynamic assignment of VLANS to ports (based on
identity), guest VLAN support, mapping of access control lists (ACLS) to a port based on
the user’s 802.1x identity, and synchronization of port security status in case of failover.
Also, Cisco IP phones can be automatically mapped to a voice VLAN when detected.
Computers connected to IP phones will need to authenticate to get access to the network.

e (U) Cisco also announced its Network Admission Control (NAC) program, a
collaboration with industry partners focused on limiting damage from security threats
originating at client systems that have been compromised by a virus or worm. In its initial
phase, NAC enables Cisco routers to enforce access privileges when an endpoint device
attempts to connect to a network. This decision can be based on information about the
endpoint device, such as its current antivirus state and operating system patch level. NAC
allows noncompliant devices to be denied access, placed in a quarantined area, or given
restricted access to computing resources.

e (U) Nortel has supported 802.1x in its BayStack switches since 2001. Recent extensions
to its BayStack operating system Switching Software (BoSS) v3.0 for BayStack 420 and
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425 switches, improve its support for EAP and 802.1x. Access to network services
requires a login to a RADIUS authentication server. Also, its Wireless LAN 2200 series
includes support for Virtual Port-based Authentication (VPA) based on EAP and 802.1x
back to a RADIUS server (both in its WLAN Access Points and in the optional WLAN
Security Switch 2250 unit). Other products, such as Passport 8600, support VLANS for a
variety of network separation requirements. Nortel partners with Sygate to leverage
802.1x to quarantine systems that are out of compliance with local security configuration
policies.

2.1.3.3.7.2 (U) VPN-based Authentication

(V) IPsec-based VPN: Due to its original development for site-to-site VPNSs, IPsec focuses on
machine authentication rather than user authentication, and this has caused problems in creating
interoperable dial-in clients. To improve the usability and interoperability of IPsec-based VPN
dial-in clients, the IETF’s IPsec Remote Access (IPSRA) working group has been trying to settle
on a single protocol that it will propose as a standard to the IETF. After almost two years’ work
on four (or more) different proposals, the working group has settled on the Pre-IKE Credential
Provisioning Protocol, or PIC, which is slowly making its way into commercial products.

(U) SSL-based VPN: Though the SSL standard does not support client authentication methods
other than digital certificates, it is possible to use other authentication methods in conjunction
with SSL. The simplest approach is username and password, but it is also possible to use
stronger authentication methods, such as security tokens or smart cards.

2.1.3.3.8 (U) References

(U) An Initial Security Analysis of the IEEE 802.1x Protocol -
(V) http://www.cs.umd.edu/~waa/1x.pdf.

(U) Ross Anderson’s Home Page - http://www.cl.cam.ac.uk/users/rjal4/#Reliability.
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2.1.3.4 (U) Authentication Protocols

2.1.3.4.1 (V) Technical Detail

(V) There are two major traditional authentication protocol techniques — Symmetric Key
Authentication and Public Key Authentication.

(U) Symmetric Key Authentication:

(V) In symmetric key authentication, the shared secret key is used at the client to create an OTP
that is then transmitted to the server. The same process is done at the server, and if a match
exists, the user is authenticated.

(U) Many commercial schemes use public-domain hash functions based upon ANSI X9.9, which
relies on Data Encryption Standard Message Authentication Code (DES MAC), which is a
cipher-block, chained checksum. Some vendors use proprietary algorithms, such as RSA
Security. It should be noted that X9.9 (based on 56-bit single DES) was withdrawn by ANSI in
1999 in favor of the stronger Triple DES algorithm.

(U) Another often used public domain hash function is the SHA-1 or Secure Hash Algorithm,
which comes from NIST in the federal government. For greater security, some tokens actually
recalculate a new-shared secret key after each authentication process, which requires that the
server do likewise in order to keep in step.

(U) A common symmetric key authentication scheme is the Kerberos protocol. Kerberos is a
network authentication protocol. Kerberos is designed to provide strong authentication for
client/server applications by using secret-key cryptography. This is accomplished without relying
on authentication by the host operating system, without basing trust on host addresses, without
requiring physical security of all the hosts on the network, and under the assumption that packets
traveling along the network can be read, modified, and inserted at will. Kerberos performs
authentication under these conditions as a trusted third-party authentication service by using
conventional cryptography, i.e., shared secret key. The authentication process proceeds as
follows:

1. (U) A client sends a request to the authentication server (AS) requesting “credentials™ for
a given server.

2. (U) The AS responds with these credentials, encrypted in the client's key. The credentials
consist of 1) a "ticket"” for the server and 2) a temporary encryption key (often called a
"session key").

3. (U) The client transmits the ticket (which contains the client's identity and a copy of the
session key, all encrypted in the server's key) to the server.

4. (U) The session key (now shared by the client and server) is used to authenticate the
client, and may optionally be used to authenticate the server. It may also be used to
encrypt further communication between the two parties or to exchange a separate sub-
session key to be used to encrypt further communication.
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(U) Another symmetric key authentication protocol is CHAP or the Challenge Handshake
Authentication Protocol (defined in RFC 1994) verifies the identity of the peer using a three-way
handshake. The following general steps are performed in CHAP.

1. (U) After the link esStablishment phase is complete, the authenticator sends a challenge
message to the peer.

2. (U) The peer responds with a value calculated using a one-way hash function (Message
Digest 5 [MD5]).

3. (V) The authenticator checks the response against its own calculation of the expected
hash value. If the values match, the authentication is successful. Otherwise, the
connection is terminated.

(V) Public Key Authentication:

(V) Unlike symmetric key authentication which relies on a single shared secret key, public key
authentication employs a related pair of keys: one public (known to the server) and one private
(known only to the client token and computationally unlikely to be derived from its public key
counterpart). In the authentication process, the token employs its private key in a cryptographic
function related to that which is executed by the server with the public key. The token function is
typically implemented as a software token on the local client host, usually in a challenge-
response mode.

(V) Effective management of public and private key pairs across a large population of users
requires a PKI. A public key certificate (or digital certificate) binds a user identity with its
associated public key, and a trusted central agent or certification authority (CA) serves to verify
the validity of issued certificates.

(V) In a challenge-response authentication process, the server would send a random challenge to
the client. The client then uses its private key to digitally sign the challenge, which is then
returned as a response to the server along with its public key certificate (which could
alternatively be retrieved by the server from the CA). If the certificate is shown to be valid, the
server verifies the digital signature through application of the client’s public key.

(V) Currently deployed examples of public key certificate-based software token authentication
include Microsoft’s Windows 2000 server operating system (using PKINIT or Public Key
Initialization Authentication) and commercial versions of Secure Shell (SSH).

(U) Authentication mechanisms often depend upon the environments in which they are to
operate, along with other considerations. The following sections describe various aspects of
emerging authentication technology.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.1-36



1818

1819
1820
1821
1822
1823
1824
1825

1826

1827

1828

1829
1830
1831
1832
1833

1834

1835

UNCLASSIFIED//FOR OFFICIAL USE ONLY

2.1.3.4.1.1 (U) 802.1x for network applications

(V) For network access applications, 802.1x can serve as the authentication protocol framework.
This is true both for wired and wireless networks The authenticator is the access point for
wireless networks; it is the layer-two switch for wired networks. Figure 2.1-5 shows a network
authentication framework. A natural candidate is 802.1x because it already defines EAP methods
for each of the proposed base authentication methods (e.g., EAP-SIM for SIM-based
authentication, EAP-TLS for PKI-based authentication, and EAP-PEAP for OTP-based
authentication).

‘ ! Boz.ax t Radius LDAP .

Client Station Switch ) Directory
Server, Printer... Radius Server

This is figure is (U)

Figure 2.1-5: (U) Network Authentication Framework

2.1.3.4.1.2 (U) 802.1x for device authentication

(U) The 802.1x framework is crucial to promote a consistent deployment profile for device
authentication across manufacturers and OS vendors. Embedded 802.1x clients can be deployed
to enable these devices (e.g., VoIP phones, access points, switches, servers) to transparently
authenticate to the network, before being handed an IP address and being granted access to the
network. Figure 2.1-6 shows this.

Bo2.1x Radius LDAP

Client Station Wi-F ) Directory
Access Point Radius Server

This is figure is (U)

Figure 2.1-6: (U) Device Authentication Framework
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1836 2.1.3.4.1.3 (U) Manufacturing-time device credentials

1837 (U) Device certificates can be combined with emerging secure computing technologies such as
1838 the Trusted Platform Module (TPM) and the 802.1x authentication protocol framework. This
1839 convergence will foster a common technology stack and deployment profile to allow device
1840  manufacturers to enable turnkey-strong device authentication solutions. In fact, using the

1841 established profile, manufacturers and OEMs will be able to rapidly collaborate to embed the
1842 necessary hardware credentials and client software at manufacturing time.

1843 2.1.3.4.1.4 (U) Web service protocol for business-application integration

1844 (U) Universal strong authentication must address the protocol dichotomy between network

1845 access applications (e.g., dial-up, VPN, Wi-Fi) and business applications, such as Web or

1846 enterprise portals, Web applications, ERP systems, and Web services. The 802.1x framework is
1847 particularly well suited to the former, but not to the latter. A Web service interface is better

1848 adapted to today’s business applications.

1829 (U) Because the authentication protocols constitute the primary mechanism for integration into
1850 applications, open authentication requires a palette of protocols that can support both types of
1851 applications. This requirement leads to the definition of a Web service API alongside the 802.1x
1852 EAP methods already covered. The Simple Object Access Protocol (SOAP) API can leverage the
1853 WS-Security specification as the primary mechanism for encoding the base security tokens

1854 (OTP, X509 certificate). It can also define a challenge-response mechanism for SIM-based

1855 authentication.

1856 2.1.3.4.1.5 (U) Application connectors and authentication clients

1857 (U) The main motivation for standardizing an authentication protocol and promoting the

1858 development of authentication clients is to foster the creation of application connectors.

1859 Application connectors, or agents, are the client libraries of strong authentication. They must be
1860 portable across major operating systems and offer APIs across popular languages. Such

1861 flexibility would make it easier for application developers to integrate strong authentication

1862 Within custom applications (e.g., link, compile, and run). This is mainly true for the EAP

1863 protocols—EAP-SIM, EAP-TLS, EAP-PEAP—Dbecause the Web service can immediately

1864  leverage the Web services stack that exists in all major development platforms.

1865 2.1.3.4.1.6 (U) Credential Provisioning and Validation

1ses  (U) Since universal strong authentication is a key objective, the blueprint needs a method to
1867 harmonize credential issuance and other life cycle management functions across all types of
1868 Secrets, symmetric keys or RSA key pairs. The SIM and OTP secrets become subordinate to an
1869 RSA Kkey pair (a device certificate key pair). The shared secrets are encrypted and embedded as
1870 attributes within the certificate. The certificate acts as a private store for the shared secrets, and
1871 the security device acts as a secure hardware vault for the root credential.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.1-38



1872
1873
1874
1875
1876
1877
1878

1879
1880
1881
1882

1883
1884
1885
1886
1887
1888

1889
1890
1891
1892
1893
1894
1895

1896
1897
1898
1899
1900
1901

1902

1903
1904
1905
1906

1907
1908
1909

1910

UNCLASSIFIED//FOR OFFICIAL USE ONLY

(V) This approach allows manufacturers and customers to leverage the breadth of secret
management capabilities and security practices (e.g., key escrow, secure roaming, and directory
services) from existing PKI platforms. The method applies both to secure device personalization
(shared secret and device certificates embedded at manufacturing time) and secure provisioning
of user credentials. This unified credential life cycle management framework will leverage
existing public key cryptography standards and modern protocols such as XML Key
Management Specification (XKMS).

(V) Validation profiles will be defined by the choice of authentication protocols, as described
earlier. In addition, validation services will be able to validate X.509 certificates using certificate
revocation lists (CRLs) and industry standards such as Online Certificate Status Protocol (OCSP)
or XKMS.

(V) Validation servers in a strong authentication environment have the same characteristics as
RADIUS servers. This is a conscious choice, as RADIUS servers are already a key component of
an ISP or enterprise network infrastructure. Furthermore, high-quality RADIUS servers are
widely available from vendors and open-source projects. The complexity and cost overhead for
deploying strong authentication can be reduced by leveraging the large, existing, installed base
of RADIUS servers.

(V) For applications that require a Web service interface, the validation server will be required to
implement the SOAP validation protocol discussed earlier. In the network world, the strong
authentication validation server is congruent to a RADIUS server; while in a service-oriented
architecture, the validation server is an instance of a Web service. Because credential validation
is highly complementary to credential mapping and exchange, it makes sense to consolidate Web
services with the architectural concept of Security Token Service (STS), as defined by Web
Services Trust Language (WS-Trust).

(U) An important architecture goal for universal authentication is to enforce the separation
between validation and identity stores. All identities (user or device identities, as well as device-
to-user bindings) should be maintained outside the validation server. This separation is important
from an integration and cost-control standpoint. It promotes a distributed architecture that favors
the reuse of an enterprise’s existing infrastructure (e.g., corporate directories). In such an
architecture, the validation server is a minimal front end.

2.1.3.4.2 (U) Usage Considerations

(U) In many cases, the specific application dictates the authentication protocol. For example, in
a Web application, TLS will often be the primary protocol. In the VPN case, IPsec IKE is the
standard, and for wireless Wi-Fi (802.1x), Extensible Authentication Protocol (EAP) methods
such as EAP-TLS or EAP-PEAP are the norm.

(U/FOUO) A major disadvantage of symmetric key authentication is that it does not scale well to
large and global user populations, due to the logistical difficulties of distributing the shared
secret keys. This disadvantage affects the use of the following protocols:

e (U) Kerberos
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e (U)CHAP
e (U)802.11 wireless
e (U) EAP-PEAP for OTP (one-time-password) authentication

2.1.3.4.2.1 (U) Advantages

(U/FOUO) A distinct advantage of public-key authentication is that it easily scales to very large
networks (such as the GIG), whereas symmetric key or shared-secret authentication is generally
limited to specific communities of interest in which the key management process will not be
unduly burdensome.

2.1.3.4.2.2 (U) Risks/Threats/Attacks

(U/FOUO) A common risk/threat/attack that has to be anticipated and dealt with appropriately
by any proposed authentication scheme is the classic man in the middle (MITM) attack in which
a malicious adversary will intercept the communications between a client and its authentication
server, and then modify the message protocol contents so as to defeat, hijack, or otherwise
maliciously alter the proper authentication protocol. It is essential that all critical authentication
messaging be suitably encrypted so as to prevent this.

2.1.3.4.3 (V) Maturity

(V) Due to the strong desire across both the government and industry (particularly the financial
industry) for secure authentication of parties conducting electronic communications and
transactions, authentication protocols have developed over the years into a fairly mature state.
Thus, the Technology Readiness Level of authentication protocols would be grouped into the
Mature category (TRL 7 —9).

2.1.3.4.4 (V) Standards

(V) There are a variety of formalized international and American standards covering the
technology of authentication protocols.

2.1.3.4.4.1 (U) International Standards:

(U) The international standards bodies that are responsible for developing authentication
protocols include:

e (U) IETF Internet Engineering Task Force (http://www.ietf.org)

e (U) ISO International Organization for Standardization (http://www.iso.ch)

e (U) ITU-T International Telecommunication Union Telecommunication Standardization
Sector (http://www.itu.int/ITU-T)

e (U) IEEE Institute of Electrical and Electronics Engineers
(http://grouper.ieee.org/groups/1363/)

e (U) Industrial consortiums such as OASIS (Organization for the Advancement of
Structured Information Standards, http://www.oasis-open.org/committees/wss), Which develops
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security standards for web services

(V) IETF standards that are relevant to authentication tokens include Internet Drafts from the
Secure Shell working group, and RFCs 2289 and 1760 that describe the S/Key One-Time-
Password System.

(V) Relevant ISO standards include 1ISO 8731 (algorithms for banking message authentication),
ISO/IEC 9797 (MAC:s via block cipher and hash function), ISO/IEC 9798 (entity authentication
by symmetric, digital signature, and cryptographic check), and ISO/IEC 19092.

(U) Relevant ITU-T standards include those describing directory certificates for authentication
such as X.509 (issued 08/97, authentication framework), and X.509 (issued 03/00, public key
and attribute certificate frameworks).

(V) IEEE standards include P1363 (specifications for public key cryptography).

(U) OASIS standards include WSS (Web Services Security) Version 1.0 (April 2004). WSS
handles confidentiality/integrity for SOAP (Simple Object Access Protocol) messages, providing
a mechanism for associating security tokens with message content. WSS is extensible and
supports multiple security token formats. It builds upon existing security technologies such as
Extensible Markup Language (XML) Digital Signature, XML Encryption, and X.509
Certificates to deliver a standard for securing Web Services message exchanges. Providing a
framework where authentication and authorization take place, WSS lets users apply existing
security technology in a Web Services environment.

(U) Founded in 1993, OASIS has members in 100 countries and 600+ organizations (including
Entrust, HP, Hitachi, IBM, Microsoft, Nokia, RSA Security, Sun Microsystems, and Verisign).

2.1.3.4.4.2 (U) American Standards:

(U) Organizations in the United States that are responsible for developing and promulgating
authentication protocol standards include ANSI American National Standards Institute
(http://lwww.ansi.org), and NIST National Institute of Standards and Technology
(http://www.itl.nist.gov/fipspubs, repository of the Federal Information Processing Standards or
FIPS).

(U) Relevant ANSI standards include X9.9 (message authentication codes for symmetric token
authentication, withdrawn in 1999 due to attacks demonstrated against single DES 56-bit key, in
favor of double or triple DES), X9.30 (public key cryptography, digital signature algorithm
DSA, secure hash algorithm SHA-1, DSA certificate management), X9.31 (reversible public key
cryptography for digital signatures rDSA), X9.45 (management controls using digital signatures
and attribute certificates), X9.52 (triple DES modes of operations), X9.63 (key agreement and
transport using elliptic curve cryptography ECC), X9.71 (keyed hash for message
authentication), and X9.72 (peer entity authentication using public keys).
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(V) Relevant NIST FIPS PUB standards include FIPS 180 (secure hash algorithm SHA-1), FIPS
186-2 (digital signature standard DSS, same as ANSI X9.30), FIPS 190 (guideline for use of
advanced authentication technology alternatives), FIPS 196 (entity authentication using public
key cryptography, same as ANSI X9.72), and FIPS 197 (advanced encryption standard AES). An
informative new NIST draft document on authentication mechanisms is Special Publication 800-
63 (Recommendation for Electronic Authentication, January 2004, which can be found at
http://csrc.nist.gov/publications/drafts/draft-sp800-63.pdf).

(U) The purpose of this section is not to explain all of the various algorithms used by
authentication tokens but to note that tokens—hardware or software—can use a variety of
cryptographic algorithms to produce the desired OTP (algorithms such as DES, Triple-DES,
DSA, SHA, ECC, and the new AES Advanced Encryption Standard). However, as algorithms
are improved and attacks discovered against the weaker algorithms, some standards are
superceded or withdrawn.

2.1.3.45 (V) Cost/Limitations

(U) An authentication protocol that is based upon symmetric or secret key cryptography has in it
a very costly and limiting characteristic in that the associated secret keys must be delivered a
priori to all parties. This is a severe limitation in the context of the GIG.

(U) Whereas both symmetric and public key authentication can be done at the application layer,
only public key authentication can be done automatically at the transport layer.

2.1.3.4.6 (U) Dependencies

(U) One dependency of public key encryption-based authentication protocols is the existence of
a well-developed and robust PKI.

2.1.3.4.7 (V) Alternatives

(V) The alternatives to use of an authentication protocol are few and undesirable. One
alternative is simply to forgo authentication, but this is not thinkable in the context of the GIG.
Another alternative would be within the context of a closed system where all
communicating/participating parties are talking securely to each other over link-encrypted lines
and are thus inherently trusted to each other.

2.1.3.4.8 (U) Complementary Techniques

(V) Certainly tokens (both hardware and software) are a complementary technology to that of
authentication protocols. It is within the client-retained token that much of the authentication
algorithm is either stored and/or executed in the field during a given authentication attempt.

2.1.3.4.9 (V) References

(U) RFC 1994, “PPP Challenge Handshake Authentication Protocol (CHAP)”,
http://www.ietf.org/rfc/rfc1994.txt , by W. Simpson, 1996.

(U) NIST Special Publication 800-63, “Recommendation for Electronic Authentication”,
http://csrc.nist.gov/publications/drafts/draft-sp800-63.pdf, January 2004.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.1-42



2018

2019
2020

2021
2022

2023
2024

2025
2026

2027
2028
2029

2030
2031
2032
2033

2034
2035
2036

2037
2038
2039
2040
2041
2042
2043
2044
2045
2046
2047
2048
2049
2050
2051

UNCLASSIFIED//FOR OFFICIAL USE ONLY

2.1.3.5 (U) Authentication Confidence

(V) Authentication confidence refers to developing a system that determines the probability that
a user or other device is who he/she/it claims to be. It takes into account such factors as:

e (U) The authentication mechanism (e.g., static password, public-key cryptography,
software token, hardware token, biometrics)

e (U) The authentication protocol used: e.g., a protocol that is known to be secure against
man-in-the-middle attacks or one that is based on strong cryptographic operations

e (U) The location of the entity being authenticated: e.g., a secure office, CONUS or
OCONUS, a public kiosk or Internet cafe, a tactical battlefield

e (U) Characteristics of the device used to authenticate: e.g., a COTS computer owned and
controlled by the US Government; a publicly-accessible COTS computer; a dedicated,
tamper-resistant device

e (U) The communications path between the entity being authenticated, and the server
providing authentication and/or access decisions: e.g., a secure, U.S. Government-owned
or leased network; a wireless network on a battlefield; commercially-provided
telecommunications lines; a coalition partner’s network

(U//FOUO) The goal of authentication confidence is to quantify the risk that a user or entity
attempting to access the system is not the purported user or entity. This risk can then be provided
to an access control service to grant or restrict access to system resources.

(U//FOUO) The simplest example of authentication confidence is a user logging into the system
over an insecure network, from a public kiosk, using a static password based authentication
system. For example, someone purporting to be Joe logs into the system and provides the correct
password. However, from tracing IP addresses and using known information, the authentication
server determines that Joe is coming in over a public Internet Service Provider’s network from a
public kiosk in a coffee shop and is not using a strong authentication protocol. How confident is
the authentication server that this is really Joe, when there are numerous opportunities for the
password to have been compromised? It could have been acquired previously through a
dictionary attack or by someone finding a slip of paper with Joe’s password. It could have been
captured on this use, via a keystroke logging function on the public terminal, or at some point
over the network. Thus, even though some entity has provided a valid user identifier and the
correct password, the system may still want to limit or even prevent access to resources, for fear
that the entity at the other end of the connection is not really Joe. This may be the case for future
login sessions as well, as Joe’s password now is very likely to have been compromised upon this
use.
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(U//FOUO) Note that authentication confidence is related to but distinct from policy-based
access control decisions. In the scenario described in the previous paragraph, the result of a weak
level of confidence in Joe’s authentication was that Joe was restricted from or prevented from
accessing certain resources. This is because authentication confidence is one of a number of
inputs to the access control mechanism. However, other inputs to that mechanism could have
also resulted in access being restricted. For example, even if there was perfect confidence that
Joe was really the user accessing the system, and that there was no chance that Joe’s
authentication data was compromised for future uses, Joe’s access might still be restricted
because of his location or communications path (e.g., sensitive or classified information would
not be sent to a location with insufficient physical security).

2.1.3.5.1 (V) Technical Detail

(U) Authentication confidence at this time is a research area. While some work has been done,
and the general requirement is understood, there are significant details to be worked out and
major questions to be resolved. Among the issues to be addressed are:

e (U) Authentication metrics: It is generally accepted that static passwords are weaker than
one-time passwords, and that a hardware token with a PIN is generally better than a
software token. However, there is no quantitative metric that compares different types of
biometric authentication with each other or that compares biometric authentication with
hardware token-based authentication or public-key cryptography-based authentication. In
order for authentication confidence to have any meaning, there must be a way to measure
and determine the relative (if not absolute) strength of each given authentication method.

e (U) Reliable communication of user location: One of the factors normally considered to
be part of authentication confidence is the location of the user, e.g., within a secure area
or in public. In order for authentication confidence to be used, there must be a way for the
authentication server to reliably know this information. The information must be
conveyed to the server, and it must not be possible for an attacker to spoof this. For
example, it must not be possible for a public terminal in a kiosk to convince the
authentication server that it is in a secure location; and it must not be possible for a
device that is on a battlefield in Southwest Asia to convince an authentication server that
it is in a headquarters building in CONUS.

e (U) Reliable communication of device characteristics: Another factor of authentication
confidence is the characteristics of the device being used by the user (e.g., a public COTS
computer system, a COTS computer system controlled by the Government organization,
or a special-purpose device with strong tamper resistance and strong cryptography). The
device must be capable of communicating this information to the authentication server,
and it must not be capable of being spoofed. One of the initial research areas is
determining precisely which set of characteristics is important in which situations.

e (U) Corrections/modifications for error cases: For every type of authentication system
used, there are two possible types of errors: false positives, in which the wrong entity is
authenticated as being the correct one; and false negatives, in which the correct entity is
rejected. Each authentication technique has different false positives and false negatives.
For a password-based system, a false positive occurs when an attacker knows the correct
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password; a false negative occurs when the legitimate user fails to enter the correct
password (because he has forgotten it or mistyped it). For a biometric-based system,
false positives occur when an attacker’s measurement is close enough to the legitimate
value to allow authentication. For a false negative to occur the legitimate user’s value is
rejected as not matching the stored value. In traditional authentication systems, these
differences can be taken into account by policy, but the bottom line is that a user is
authenticated or not as a binary state. A user who is deemed to match gets access; one
who is deemed not to match is rejected. There is no partial authentication or reflection of
potential errors. One of the potential benefits of an authentication confidence system is
that it allows for partial access, based on a partial match. That is, the authentication server
could decide that a fingerprint is close enough to the correct value to allow some access,
but there is enough doubt (i.e., through possibly smudged lenses, scraped-off
fingerprints) that access to the most sensitive information and resources will be withheld.
This results in allowing legitimate users some use of the system so that they are not
completely shut out, while restricting the amount of damage that an attacker can cause.

2.1.3.5.2 (V) Maturity

(U) As this is a research area at the present time, there are no significant usage considerations to
document. As the area matures, usage will be a major factor in the development and deployment
of authentication confidence mechanisms and solutions.

(V) At this point, authentication confidence is in its infancy, and thus is assigned to the lowest
Technology Readiness Group: Early (TRL 1 - 3).

2.1.3.5.3 (V) Standards

(U) A major step necessary for acceptance of authentication confidence metrics will be standards
for those metrics. Without standards, users and organizations will not be able to assign
meaningful values and make appropriate decisions about allowing access. In particular,
standards will need to address:

e (U) Authentication metrics. In addition to standards for the individual authentication
mechanisms (e.g., passwords, biometrics, and authentication tokens), standards will be
needed to map the metrics to one another

e (U) Error indications: Standards will be required for assessing “how close” a presented
authenticator is to the “correct” one; e.g., a biometric value was deemed to be incorrect,
but it was off by some small value; or a password presented was not the correct one, but
it differed from the correct one by some characteristic which could easily be explained by
a typing error or line noise.
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2.1.3.6 (U) Single Sign-On

(V) Single Sign-On (SSO) has traditionally been limited to cases covering the one-time sign-on
process for access to all services of a single organization, whereas Global Sign-On has applied to
multiple participating organizations that had reached an a priori collaborative agreement to avail
users with a common sign-on process. In the GIG Vision SSO is expanded to enable a user to
login or sign-on only once to a global authentication server thus allowing an entity to
simultaneously access the GIG information and resources without any requirement for additional
identification and authentication. With this definition, SSO and Global Sign-On become one and
the same. Some communities view Global Sign-on as including the issues related to mobile
users, while SSO does not. In this document fixed versus mobile issues are both treated under
SSO.

(U) The goal of an ideal SSO system is to enable a user to login or sign-on only once to a global
authentication server. This approach eliminates the need to enter different passwords to login to a
workstation, to each service, database, etc. and replaces this with an automatic sign-on or re-
authentication of an entity, making sign-on transparent. SSO must not sign an entity on with all
of their privileges or escalate an entity’s privileges without the entity’s consent. This would be
equivalent to signing on as a system administrator/super user to read personal email. SSO should
also include a way to lower (or release) privileges once the activity that required increased
privileges is complete.

(U/FOUO) The initial sign-on process must be very robust and secure and based upon the
ancillary enabling technologies of biometrics, multi-factor authentication, tokens, one-time
passwords, and/or strong session establishment protocols. Once the server is certain as to the
entity’s identity, that entity’s global credentials and/or roles would be provided back to the entity
(e.g., as a ticket, certificate, or SAML assertion), thus enabling follow-on transparent login to all
network resources and applications that are allowed.

(V) Since the credentials/roles are critical, if and when they are sent to the local user client end,
they should be managed and processed only by trusted hardware (e.g., a hardware token or smart
card) that would be immune to malicious sniffing, viruses, or Trojan horses. Transmission of
credential information should be done encrypted so as to protect it while it is in transit.

(U/FOUO) All of the above merely emphasize that SSO technology has the unavoidable effect of
concentrating much potential, aggregated risk in a small number of processes and information
repositories. Nevertheless, the convenience and utility of SSO to the average user is such that the
GIG is certain to feature SSO capabilities. As such, a successful SSO architecture fruition within
the context of the GIG will demand very strong and mature identification and authentication
technologies at the front end along with a robust privilege management infrastructure at the back
end.

2.1.3.6.1 (U) Technical Detail

(U) SSO capabilities have been evolving over a number of years in commercial applications.
SSO has been enabled by a number of technical advances, including strong authentication
techniques, biometrics, and tokens (which allow one-time passwords).
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2.1.3.6.1.1 (U) Early SSO Techniques

(U) A number of methods have been used over the years by organizations in order to implement
techniques that in limited ways approximate the functionality of SSO. These include login
scripting, password synchronization, and Lightweight Directory Access Protocol (LDAP)
directories, as described below.

2.1.3.6.1.1.1 (V) Scripting

(V) Initial commercial techniques developed for SSO included scripting, whose primary goal is
the simple automation of the login procedure, rather than the security enhancement of application
access. In scripting, a user conducts a primary authentication to a SSO authentication server. In
subsequent accesses to various target systems, the client intercepts the standard login dialogue
and then retrieves the appropriate login script from a repository. The client software then merely
forwards the credentials (which may merely be an instance of a user ID and password) to the
target system via the login dialogue, achieving a transparent automation of the login procedure
on behalf of the user. The login script repository may reside within the SSO server or may be
downloaded to the client and cached locally.

2.1.3.6.1.1.2 (U) Password Synchronization

(U) As can be seen from the above description, scripting is merely a forced automation of the
login procedure across various target systems—each of which may have unique User IDs and/or
passwords associated with a specific user. An evolution of this technique is the concept of
Password Synchronization, in which a password is shared across various systems and can be
updated in a synchronous fashion across all the target systems.

(U) Automatic password synchronization ensures that when a user modifies the password, that
new password is routed network-wide to other target systems. Applying password
synchronization and self-service password reset technologies reduces the number of unique
passwords that a user needs to remember. However, while password policies could be
strengthened for passwords that would be reused to access multiple applications and resources
(with resulting risk aggregation), there is often still a need for the user to respond to each
application’s unique login prompt.

2.1.3.6.1.1.3 (U) LDAP directories

(V) Other technologies have also contributed to reducing the number of unique sign-ons that are
needed. Fewer application-specific login prompts are required as applications are upgraded to
new software that offers integrated support for authentication to a shared Lightweight Directory
Access Protocol (LDAP) directory. LDAP directory-based authentication generally involves
storing only the cryptographic hash of the user’s password, and it may not provide the contextual
credential information about password policies and expiration dates.

(V) Each application would require its own logic to support authentication based on the LDAP
and the credentials maintained in the directory. Through the enabling of LDAP authentication for
target systems, user password information could be made retrievable from any LDAP-supporting
network directory. Each user then has only one password—the LDAP password— to gain access
to all LDAP-enabled target systems.
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(U) LDAP authentication employs the Simple Authentication and Security Layer (SASL)
protocol implemented between client systems and the directory server. IETF RFCs, which
discuss SASL, include RFC 2222 (Simple Authentication and Security Layer,
http://www.ietf.org/rfc/rfc2222.txt, by J. Myers, 1997) and RFC 2244 (The One-Time Password SASL
Mechanism, by C. Newman, 1998). In reality, LDAP authentication only provides for
consolidated sign-on rather than true SSO. The user must authenticate separately on each target
system. Functionality and benefits similar to password synchronization are provided by LDAP
authentication. A potential limitation is that each possible target system must support the LDAP
protocol. Nevertheless, LDAP can still effectively reduce the complexity of password
management within an enterprise.

(V) The advent of strong multi-factor authentication techniques (leveraged upon the enabling
technologies of biometrics, tokens, and one-time passwords) has made it possible to evolve more
fully integrated SSO systems that rely upon the initial very robust authentication to an
authentication server. Then, the as-needed propagation of (encrypted) authorizing credentials and
one-time passwords is sent to each target system as it is encountered. This can follow either a
centralized or a federated architecture model.

2.1.3.6.1.2 (U) SSO Architectures

2.1.3.6.1.2.1 (V) Centralized Model

(U) A totally centralized architecture for SSO implementation (as exemplified by the original
Microsoft Passport system) is shown in Figure 2.1-7 below.

Target 1
Authentication
USER —— Server
y \
Target 2
Credentials
This is figure is (U)

Figure 2.1-7: (U) Centralized Architecture for Single Sign-On

(V) In the centralized model, the user signs on to the centralized gate-keeping authentication
server and, if successful, is then automatically signed on to further participating services and/or
applications to which the user is entitled—based on the user’s credentials.
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(V) There are several problems with this model. The user must fully trust the authentication
server, which may be problematic if the authentication server is managed by a second party, such
as Microsoft. There also is the potential problem of basic security in that the authentication
server is a single point of failure or central point of attack. Finally, there may be a privacy
problem in that personal information could be collected as part of the authentication information.

(U) Note also that if the centralized authentication server were to be temporarily unavailable, a
user would be precluded from accessing any additional target system during this period.

2.1.3.6.1.2.2 (U) Federated Model

(V) In general, as target systems become more numerous and as networks of systems become
more complex, a centralized architecture becomes too complicated to manage efficiently. In this
case, a federated architecture becomes more desirable. With federated authorization, credentials
are propagated in a less centrally-controlled method than the original Microsoft Passport model.
In addition, as the number of target systems (and even operating systems) proliferates, it is
desirable that the SSO methodology be standards-based. There are currently three standards-
based SSO techniques: Kerberos (via Tickets), PKI (via Certificates), and Security Assertion
Markup Language (SAML) (via Assertions).(U) Since the GIG will have a broad geographic
sweep in addition to a large number of interrelated participating organizations/partners, it is
logical for the GIG to adopt a federated model for Single Sign-On implementation. The three
candidates are described as follows:

2.1.3.6.1.2.2.1 (U) KERBEROS (Tickets)

(V) Kerberos is a password-based authentication protocol/mechanism that is based upon
symmetric cryptography. A user’s password does not pass unprotected through a network subject
to potential sniffing attacks by adversaries. Single sign-on can be implemented using Kerberos in
the following manner as shown in Figure 2.1-8.
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Authenticate

A

TGT
User ' KDC

/)
~ // TGT

Target Ticket

v

Target

This is figure is (U)
Figure 2.1-8: (U) Federated KEBEROS Based Single Sign-On

(V) Initially, a user would authenticate to a Key Distribution Center (KDC), which would in turn
issue the user an encrypted Ticket Granting Ticket (TGT). For the lifetime of the TGT (typically
several hours), the user is authorized to access a given target system by presenting the TGT back
to the KDC. The KDC in turn then issues an enabling ticket that the user can present to the
desired target system (without need for further authentication). Kerberos can be used across
Kerberized platforms and/or applications. It is the standard inter-domain authentication protocol
in Microsoft Windows .NET Server OSs and Windows 2000. Microsoft is updating its original
basic Passport system using this model (Federated Microsoft Passport). One improvement is that
a user can acquire a collection of target tickets and subsequently access a variety of target
systems (within the ticket lifetimes), even if the KDC was to become unavailable due to an
intervening system failure or KDC communication problems.

2.1.3.6.1.2.2.2 (U) PKI Certificates

(U) A SSO system based upon credential attributes, following the syntax defined by PKI X.509
certificates, is shown in Figure 2.1-9.
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> Authentication

USER Server < Credentials

A

Certificate

Target

This is figure is (U)

Figure 2.1-9: (U) Federated PKI-based Single Sign-on

(U) This model is federated in the sense that all the potential target systems are treated as equals
in that they would each have assigned credential attributes defined within the SSO-enabling
certificate, and the user may request access at any time to a pre-defined, included target system.
When the user attempts to login to a candidate target system, it would forward its authorizing
credentials held within an encrypted version of its attribute certificate. This certificate would
have been signed by the original authorizing trust authority (using the private key of that
authority), and it could be thus verified by the target system as authentic through use of the
originating trust authority’s public key. This application of digital signature technology thus
enables the user to subsequently and transparently login to as many candidate target systems as
are defined and allowed by the user’s credential certificate.

(V) In addition to the certificate being digitally signed by the originating trust authority, it would
be forwarded to candidate target systems in an encrypted format by using the public key of the
target system. Any target system could then easily decrypt the password attributes through
application of its own private key. As far as the user is concerned, all of the processing and
transference of the attribute certificates would be done transparently in the background with the
user simply accessing the target system and requesting use of available resources.

(V) Use of PKI-based asymmetric key technology could mesh nicely with the maturing DoD PKI
and its supporting CAC smart card technology, which would retain the private key of each
respective user.

2.1.3.6.1.2.2.3 (U) SAML (Assertions)

(V) Finally, an alternative SSO implementation may be based upon SAML as shown in Figure
2.1-10.
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FEDERATED SAML-Based SSO

User » Authentication |¢— Credentials
Server
Request
Signed SAML
Assertion
Target This is figure is (U)

Figure 2.1-10: (U) Federated SAML-Based Single Sign-On

(U) Within a SAML-based SSO, the authentication server and all relevant target systems form a
Circle of Trust to which a user may exercise SSO privileges. It is federated in the sense that the
circle of trust is a predefined collection of target systems to which the user may potentially wish
to apply the SSO mechanism. Each of the federated target systems is aware of the existence of
the authentication server and knows how to request the signed SAML assertion when needed.

(U//FOUO) There are several examples of SAML being applied in projects in the DoD. One of
these is the U.S. Navy’s Space and Naval Warfare Systems Command (SPAWAR) Navy
Enterprise Portal program, in which SSO capabilities based upon SAML are being introduced in
order to tie together an estimated 200,000 applications on the Navy-Marine Corps Intranet
(reached by 720,000 users distributed among active service members, civilian Navy employees,
and contractors). In an initial demonstration, SAML-enabled SSO was provided to 5,500 users
aboard the aircraft carrier USS Teddy Roosevelt.

(U/IFOUO) Another example of SAML being used in DoD programs is the DISA/DIA (Defense
Intelligence Agency) Virtual Knowledge Base (VKB) program. As is normally done with SAML
implementations of SSO, this program uses the XML signature of the SAML assertions to
provide for the non-repudiation of authentication/authorization credentials. In a prototype
demonstration, the computation and processing burden of applying digital XML signatures was
quite manageable and shown to be able to scale well to large user populations. This program also
looked into the option of employing XML encryption of the SAML assertions in order to provide
for confidentiality during transport. Unlike the XML signature experience, the XML encryption
took much more computation time and was shown to not be amenable to scaling well to large
populations. An alternative to using XML encryption would be to use the SAML implementation
within established SSL/TLS (Secure Sockets Layer / Transport Layer Security) encrypted
connections, since SSL is a proven and efficient protocol.
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2.1.3.6.2 (U) Usage Considerations

2.1.3.6.2.1 (U) Advantages

(U) There are many clear advantages to SSO. For the individual user the benefits are highlighted
by the convenience of not having to authenticate into each service that is accessed over the web
(and having to remember a large number of passwords).

(V) In turn, SSO serves as a driver to the required supporting technologies of robust, multifactor-
secure authentication (with biometrics, smart cards, etc.) by serving as the gatekeeper at the front
end. It also provides a robustly implemented privilege management infrastructure, which keeps
straight those net resources that a user can access through SSO.

2.1.3.6.2.2 (U) Risks/Threats/Attacks

(V) There were some disadvantages associated with the early versions of SSO technologies. For
example, concerning password synchronization: while having a password synchronized across
many applications may be more convenient for the user, it also results in a point of vulnerability.
If a single password can be compromised, this compromises all applications linked to that
password. This risk aggregation problem (clearly unacceptable in the GIG) is one of the key
reasons why an earlier generation of so-called enterprise SSO products was not broadly adopted.
Other factors that limited early adoption were the complexity and cost of deployment.

(U//FOUO) As the various SSO standards have been developed and deployed, a number of
additional weaknesses were uncovered. These have led to revising and strengthening the
underlying standard protocols. In 2000, D. Kormann and A. Rubin of AT&T Labs described
weaknesses of the Microsoft Passport SSO protocol in their paper, “Risks of the Passport Single
Sign-On Protocol” (See http://avirubin.com/passport.html). They identified three attacks on
Passport: (1) Bogus Merchant Attack (where a user accesses a web site controlled by a malicious
attacker who then proceeds to steal the user’s valuable authentication information), (2) Active
Rewrite Attack, and (3) DNS (Domain Name System) Attacks. Requiring SSL security for all
Passport exchanges would protect against the active rewrite attack. Similarly, adoption of
DNSSEC enhancements (See http://www.dnssec.net/) would help to protect against DNS attacks.

(U) In 2003 SAML attacks were uncovered by T. Gross of IBM in “Security Analysis of the
SAML Single Sign-On Browser/Artifact Profile” (See
http://www.acsac.org/2003/papers/73.pdf). The attacks that were uncovered included Connection
Hijacking / Replay Attack, Man-in-the-Middle Attack (by DNS spoofing), and HTTP Referrer
Attack. Recommended solutions include use of secure channels such as SSL 3.0 or TLS 1.0 with
unilateral authentication for all SAML-related message transfers. Clearly, as the various
competing SSO protocols (Kerberos-based, PKI-based, or SAML-based) are implemented and
studied, additional weaknesses and vulnerabilities may be discovered. This should only lead to
strengthening the protocols as they are revised.
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2350 2.1.3.6.3 (U) Maturity

230 (U) Due to the increasing demands for enterprise-wide SSO capabilities, SSO technology has
2361 been maturing at a rapid pace over the past decade—pushed by the competitive pressures of the
232 commercial marketplace. This has led to a variety of incompatible proprietary implementations,
2363 Which has in turn led towards the desirable evolution of standards-based SSO architectures and
2364 protocols. Unfortunately, several distinct and incompatible islands of SSO standards have

2365 emerged (e.g., Kerberos, PKI, SAML), but there also has been a movement towards the

2366 Interoperable merger of these standards so that truly universal and cross-platform SSO

2367 capabilities can emerge. In general, these individual technologies can be described as Mature
2368 (TRL7-9).

2369 2.1.3.6.4 (U) Standards

2370 (U) The development of the various SSO architectures has been conducted in a number of
2311 formalized standards organizations and industrial vendor alliances. These are discussed below.

2372 (U) There has been some movement towards the interoperability-enabling convergence of the
2373 various SSO standards protocols and their associated camps of supporting vendors. This is

2374 potentially advantageous to the evolution of the GIG, which should not be hindered by the

2375 adoption of security mechanisms that may eventually lose in the standards arena. One example
2376 Of this convergence is work on defining SAML assertions in X.509-syntax attribute certificates.
2377 (See the privilege and role management infrastructure standards site at http://www.permis.org,
2378 and the NSF Middleware Initiative site at http://www.nsf-middleware.org/NMIR5/.) Another
2379 example of similarities between the PKI and Kerberos standards is that X.509 sign-on privilege
2380 attributes can be pre-defined with a validity period of hours or days, just like the Federated

2381 Kerberos-Based SSO architecture with its fixed lifetime tickets. This eliminates the need for the
2382 formalized revocation of X.509 attributes (as compared against the usually infrequent occurrence
2383 Of revoking crypto keys in PKI X.509 public key certificates).

2384 (U) Itis also interesting to note that the Kerberos V5 version implements extensions to the
2385 original Kerberos protocol to permit initial SSO server authentication using public keys on smart
2386 cards. The original Kerberos protocol relied on symmetric secret key algorithms.

2387 (U) Due to the continued success of each of the standards in its respective application domains, a
2388 mutual convergence of interoperability is preferable to conflict. For example, Kerberos is well
2380 known for certain applications and is supported by modern operating systems, whereas PKI

2390  certificate systems are widely spread (e.g., DoD PKI) and can provide portability across

2301 platforms.
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(V) Large and influential vendors such as Microsoft, which has a history of supporting the WS-
Federation, Kerberos-based SSO methodology, have introduced the concept of protocol
transition. This is supposed to be a feature of Microsoft’s Windows .NET Server and should
allow a user to gain access to .NET Server-based resources by any one of a number of
authentication mechanisms: Kerberos, PKI1 X.509 digital attribute certificate, SAML, etc. The
target Windows .NET Server would then transition the sign-on token into a Kerberos ticket for
use in the backend. This is an example of how, if provided with enough appropriate Inter
Working Functions, a conglomeration of SSO standards can be made to interoperate successfully
and securely.

2.1.3.6.4.1 (U) WS-Federation (Microsoft, IBM)

(U) The Kerberos-based SSO architecture has been championed primarily by Microsoft and its
WS-Federation standard (promulgated jointly with IBM. See http://www-
106.ibm.com/developerworks/webservices/library/ws-fed/). It is based upon the original IETF
RFC 1510, “The Kerberos Network Authentication Service” by J. Kohl and C. Neuman
(September, 1993), found at http://www.ietf.org/rfc/rfc1510.txt.

(V) Kerberos, developed at the Massachusetts Institute of Technology, is a system that depends
on passwords and Data Encryption Standard (DES) symmetric cryptography in order to
implement ticket-based, peer entity authentication service, and SSO access control service
distributed in a client/server network environment. Kerberos came out of Project Athena and is
named for the mythical three-headed dog guarding Hades.

(U) The overall Web Services Security Specification roadmap entitled “Security in a Web
Services World: A Proposed Architecture and Roadmap” was promulgated by Microsoft and
IBM in April, 2002. The base layer is called WS-Security, on top of which lie the layers of WS-
Policy, WS-Trust, WS-Privacy, WS-SecureConversation, WS-Authorization, and WS-Federation
(enabling SSO single sign-on). After development of these specifications, they were turned over
to the non-profit OASIS standards body (See below).

2.1.3.6.4.2 (U) ITU

(U) The United Nations ITU-T standards organization (http://www.itu.int/home/) based in
Geneva, Switzerland has been evolving its PKI-enabling X.509 standard into a standard that will
support SSO-enabling attribute certificates.

2.1.3.6.4.3 (U) SAML (OASIS)

(U) The SAML v1.1 standard was approved and promulgated in September, 2003 by the
Organization for the Advancement of Structured Information Standards (OASIS, at
http://www.oasis-open.org). Webopedia defines SAML as “an XML (Extensible Markup
Language)-based framework for ensuring that transmitted communications are secure. SAML
defines mechanisms to exchange authentication, authorization and non-repudiation information,
allowing SSO capabilities for web services.” This allows organizations to create contractual
federations and enables browsing end-users to reach services using a SSO with appropriate
authentication/authorization information. SAML technology does not define any new
authentication techniques itself, but rather merely enables the existing technology in XML.
SAML is also targeted as a security services implementation to support Internet2.
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(V) In order to foster the use of SAML as open source software, OpenSAML
(nttp://www.opensaml.org/) has been developed. It is a set of open source Java and C++ libraries that
are fully consistent with the formal SAML standard specifications. The OpenSAML toolkit may
be licensed royalty-free from RSA.

2.1.3.6.4.4 (U) Liberty Alliance

(V) The Liberty Alliance “Project Liberty” (http://www.projectliberty.org/) was organized and
introduced in 2001. It is a joint effort by 38 different companies, with Sun Microsystems as the
motivating force. Also involved are staunch supporters of open source software such as the
Apache Software Foundation and O’Reilly & Associates. Other involved technology companies
include Verisign, RealNetworks, and Cisco.

(V) Liberty Alliance is adopting the SAML SSO architecture and protocols. Due to Sun
Microsystems support of SAML, it is being applied in the Java sphere. The related Java
technology API (Application Programming Interface) standard for SAML is covered by Java
Specification Request JSR-155. (See http://www.jcp.org/.)

2.1.3.6.5 (U) Cost/Limitations

(U) While there are initial costs to implementing a robust and wide-reaching SSO capability, the
eventual return on investment can be huge, and the realization of this is one of the prime drivers
in persuading organizations to adopt SSO technology. When an automated and secure standards-
based SSO system replaces a myriad of existing and disjoint independent traditional sign-on
mechanisms, a tremendous administrative burden is lifted from the shoulders of both the
individual user and the system administrator (e.g., help desks). A broadly adopted standards-
based approach also allows for clearly defined evolution paths for SSO implementation.

2.1.3.6.6 (U) Dependencies

(V) Certainly one of the most important dependencies of a robustly secure SSO system is that a
SSO architecture relies greatly on a very strong and secure multifactor initial user authentication,
since if a malicious attacker were to successfully accomplish an invalid initial SSO login, they
would effectively be given the keys to the kingdom of the violated authentic user (or one-stop
shopping for hackers).

(V) The GIG thus is sure to benefit from a robustly developed and standards-based methodology
of SSO. Fortunately, the evolution of SSO technologies is being driven by a number of strong
commercial market forces. Specifically, there are three legislative processes that are requiring
effective SSO capabilities in future commercial IT systems, particularly those dealing with
sensitive—either personal or corporate proprietary—information.

e (U) Within the domain of corporate governance, the Sarbanes-Oxley Rule 404 requires
public companies to centralize the reporting of who has access to what and who uses what.
Moreover, business governance and privacy laws in many countries impose similar
requirements.

e (U) Similarly, in the financial services market, the Gramm-Leach-Bliley Act specifies the
need for stronger audit and separation of duties, in order to control who, how, and when users
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access information and systems.

e (U) Finally, the healthcare market is a primary revenue-driving segment for many SSO
vendors. The Health Insurance Portability and Accountability Act (HIPAA) requirement for
an audit trail that associates information access to individual identities becomes mandatory in
April, 2005. Healthcare typically involves the deployment of workstations that need to be
accessed by many healthcare workers, who must frequently and quickly log in and out of
these systems. A robust and secure SSO technique will be very beneficial to this requirement.

2.1.3.6.7 (V) Alternatives

(V) The alternative to implementation of an integrated SSO infrastructure within the GIG is to
continue the operation of disparate and independently maintained and administered SSO
mechanisms for each application or resource that GIG users will want to use. A partial solution,
which could be application sensitivity-based in that SSO capability, could be developed for most
of the GIG-spanning resources. However, certain very sensitive (e.g., command and control-
oriented) applications may require independent and rigorously assured authorization and
authentication every time they are accessed. As the GIG-wide SSO solution and supporting
privilege delegation infrastructure matures, the scope of its applicability may indeed expand.

2.1.3.6.8 (U) References
(V) Simple Authentication and Security Layer, http://asg.web.cmu.edu/sasl/.

(V) “Single Sign-On and the System Administrator”, by M. Grubb and R. Carter (Duke
University), LISA’98 conference,

http://www.usenix.org/publications/library/proceedings/lisa98/full_papers/grubb/grubb.pdf , 6-11 December
1998.

(V) “Single Sign-On Architectures”, presentation by Jan De Clercq (HP),
http://www.esat.kuleuven.ac.be/cosic/seminars/slides/SSO.pdf, 2002.

(V) “Identity Management: A Technical Perspective”, presentation by Richard Cissee,

http://www.calt.insead.edu/fidis/workshop/workshop-wp2-
december2003/presentation%5CTUB%5CTUB_fidis wp2 workshop dec2003.ppt, December 2003.

(V) “Single Sign-On Across Web Services”, presentation by Ernest Artiaga, CERN OpenLab
Security Workshop, http://openlab-mu-internal.web.cern.ch/openlab-mu-
internal/Documents/Presentations/Slides/2004/04-09 EA_Security Wokshop-SingleSignOn.ppt , April 2004.

(V) “Navy Deploying Its Battle Plan: SAML”, by Anne Chen,
http://www.eweek.com/article2/0,1759,1502403,00.asp, 20 October 2003.

(V) “Lessons Learned in a Department of Defense Program (The Virtual Knowledge Base
VKB)”, presentation by Kevin Smith,
http://www.omg.org/news/meetings/workshops/\Web%20Services%20USA%20Manual/02-3_K_Smith.pdf.
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(V) “Web Services Security”, presentation by Sang Shin (Sun Microsystems),
http://www.javapassion.com/webservices/WebServicesSecurity4.pdf, January 2004.

(V) “SAML Basics”, presentation by Eve Maler, http://www?2002.org/presentations/maler.pdf, 2002.

(V) “Survey of the Status of Security and Emerging Security Innovations for Key Technological
Protocols, Recommendations, Specifications and Standards Used in E-commerce”, by Angela
Mozart, http://www.giac.org/practical/GSEC/Angela_Mozart GSEC.pdf, November 2003.

(V) “Gartner report: Password Management, Single Sign-On, and Authentication Management
Infrastructure Products: Perspective”, by Ant Allan, 7 January 2003.
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(U) I&A Gap Analysis

(U//FOUO) Gap analysis for the Identification and Authentication Enabler indicates that the
main areas of required future development are as follows:

(U//FOUO) Complete the development of Protection Profiles for Medium and High
Assurance authentication technologies (e.g., biometrics).

(U//FOUO) Develop an authentication framework standard that includes SoM levels,
authentication session scoring, and a SoM forwarding structure.

(U//FOUO) Develop a standard for the methods/protocol of remote access point retrieval
of authentication privileges.

(U//FOUO) Develop a token with onboard biometric and liveness test (to assure that
automated logon is not taking place), or offboard biometrics (communicated to token).
Candidate offboard biometrics are iris scan, retinal scan, face recognition, hand
geometry, voice recognition, etc. Based on current technology, only a
thumbprint/fingerprint reader could be integrated directly onto a smart card token.

(U//FOUO) Develop a high assurance DoD PKI Class 5 token w/Type | cryptography
(where definition of Class 5 token is for use with classified information + hardware token
+ using Type | cryptography + having assurance/trust in security critical functionality
throughout its lifecycle, including design, development, production, fielding, and
maintenance).

(U//FOUO) Develop a scalable re-authentication scheduling algorithm, adjustable per
sensitivity of application, access location, and user profile.

(U//FOUO) Develop a scalable authentication server that is able to interpret and use I&A
session scores and comply with the GIG authentication standards. The server function
will need to be secure, efficient, accurate, and transparent in terms of performance
impact. In addition, it should operate in multiple architectural constructs (e.g., in-line,
embedded, co-processor, remote).

(U/IFOUO) Develop an Identification Registration/Management Infrastructure that can
support all GIG customers (DoD, IC, and all temporary/permanent partners).

(U//FOUO) Develop a common GIG-wide Single Sign On mechanism, protocol, and
architecture.

(U//FOUO) Develop a GIG standard for authentication confidence metrics.

(U//FOUO) In addition, the following gaps must be satisfied under other 1A System Enablers
that directly support this IA System Enabler

(U//FOUO) Develop converged standards for Partner Identity Proofing, enabling identity
interoperability with future GIG partners (e.g., allies, coalition partners, civil government,
DHS). (See Section 2.7, Management of IA Mechanisms and Assets)
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e (U//FOUOQ) Develop a common identification management and ID proofing standard for
all future GIG entities (human users, devices, processes). (See Section 2.7, Management
of 1A Mechanisms and Assets)

e (U//FOUOQ) Ensure metadata standard includes the capability for binding authenticated
sources to GIG information. (See Section 2.2, Policy-Based Access Control)

(U//FOUO) Technology adequacy is a means of evaluating the technologies as they currently
stand. This data can be used as a gap assessment between a technology's current maturity and
the maturity needed for successful inclusion in the GIG in 2008.

(U//FOUO) The following two tables list the adequacy of the Identification and Authentication
technologies with respect to the enabler attributes discussed in the RCD. Not shown in the tables
below are entries for Authentication Protocols which are in general quite adequate, in so far as
their strength and flexibility is concerned.

Table 2.1-3: (U) Technology Adequacy for Tokens and Biometrics

This Table is (U)

Technology Category

Tokens Biometrics Required Capability
(attribute from RCD)

IAAUS, IAIR2, IAIR4

Standard
IAAUL, IAAU3, IAAUS,
SSEiCl:.re IAAU9. 1AAULS, IAAU1Y,
olution IAAU20, IAIRL, IAIRG
o IAAU10, IAAU23, IAIRZ,
E ggﬂ?ﬁ) Iﬁ IAIR5, IAIRG
=
E Protection IAAUL
= Profile
5 High IAAU2, IAAU24
c
L] Assurance
o IAAUL, IAAUG, IAAUL7,
Distributed/ IAAU21. IAIR?
Global Reach
. IAAUL, IAAU12-IAAUI5,
VSeorth?ct))rlle IAIR1, IAIR3, IAIR4, IAIRS

This Table is (U)
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Table 2.1-4: (U) Technology Adequacy for Single Sign-On and Authentication

2564

This Table is (U)
Technology Category
Single | Authentication Device Required Capability
Sign Confidence | Authentication | (attribute from RCD)
IAAU4, IAAUS, IAIR1,
Standard IAIRY
Secure N/A IAAUS, IAAU22, IAIR6
Solution
° Scalable N/A IAAU23, IAIRS, IAIR7
_5 Solution
g Protection N/A
o Profile
[<B]
3 High N/A IAAU22
5 Assurance
Cotr IAAUG, IAAU25, IAAU23,
GDI:;St';;IIbs;Z?:L IAAU21, IAAU17, IAIR7
Verifiable N/A IAIRL
Solution
This Table is (U)

2565
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2.1.5 (V) Identification and Authentication: Recommendations and Timelines

(V) The following is a list of preliminary recommendations for advancing the technologies
required for the successful implementation of this GIG enabler:

e (U//[FOUO) Define a converged Partner Identity Proofing standard that has been vetted
and accepted by partner communities.

e (U//FOUQ) Develop a common GIG-wide device/service authentication techniques and
standards, due to the relative immaturity of this technology area.

e (U/IFOUO) Rapidly advance research into the relatively new area of authentication
confidence metrics.

e (U//[FOUO) Develop a scalable, robust, and distributed authentication server capability.
e (U/IFOUOQ) Develop an accepted high assurance biometric authentication technique.

e (U//FOUOQ) Assure ongoing and future developments of the DoD CAC Common Access
Card will support all future GIG requirements (including Class 5 token).

e (U//FOUO) Advance the selection of a GIG-wide architecture for Single Sign-On (from
the candidates described in this document, such as SAML-based or PKI-based). Include
in this process the complete analysis of the proposed NCES single sign-on architecture.

(U//FOUO) Figure 2.1-11 contains preliminary technology timelines for this IA System Enabler.
These are the result of research completed to date on these technologies. As the Reference
Capability Document and the research of technologies related to these capabilities continue,
these timelines are expected to evolve.

Technology 2004 2006 2008 2010 2012 2014 2016 2018 2020
Authentication Tokens ‘ IA Enhanced CAC
Hardware Tokens
: : EIedium & High assurance Medium & High assurance
Biometrics iometric PP Biometric products available
. . . Device/service
Device/Service ID Mechanisms ‘ standard
Device/Service Authentication | Standard ) Authentication
accepted (device/service) implemented

Single Sign-on NCES I0C single sign-on Single Sign-On Architecture for the GIG
Authentication Session Score S’;a;icfi;réi . Strength of Mechanism, Session Scoring
Authentication Confidence | . .

Autnentcaton confidence Authentication confidence

standard standard implemented

This Figure is (U//FOUO)

Figure 2.1-11: (U) Technology Timeline for Identification & Authentication
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2.2 (U) POLICY-BASED ACCESS CONTROL

(U//FOUO) Policy-Based Access Control is the use of flexible, hierarchical rules to
determine whether to grant or deny access to GIG assets at points throughout the GIG.
This policy-based access control capability is also distributed. It provides common GIG
access control services across the enterprise, supports an enterprise wide digital access
policy, and provides decision processing location transparency to the user to improve
availability and load sharing capability. GIG assets include all resources within the
enterprise, such as hardware (e.g., routers, servers, workstations, security components),
software (e.g., services, applications, processes), firmware, bandwidth, information, and
connectivity.

(U//FOUO) From a context prospective, today’s information sharing capabilities are not
sufficient to support the net-centric operations vision. Current information sharing is far
too constrained through:

e (U//FOUOQ) A culture that fosters not sharing
e (U/IFOUOQ) Physically separate, system-high environments

e (U//FOUO) Limitations of information assurance (IA) technology to safely
support assured information sharing

(U//FOUO) Our no-risk culture allows access to classified information only to recipients
who have the proper clearance and a need-to-know. But this accessibility culture must
change to support the vision of information sharing functionality that empowers users
through easy access to information, anytime, anyplace, and anywhere in support of
operational requirements with attendant security.

(U//FOUO) The GIG information sharing philosophy is fundamentally different as it is a
sharing centric security philosophy. The user is presented with information consistent
with such factors as his security clearance, operational situation, privilege and policy,
then decides what information is needed and pulls that information. This differs from the
need-to-show paradigm in which the data originator decides to whom to provide the data
(i.e., no one else knows the data exists).

(U//FOUO) Policy-Based Access Control supports this need to share paradigm and
represents a transformation of historical mandatory and discretionary access control. It
considers security risk and operational need as part of each access control decision. It
thus recognizes that situational conditions (e.g., peacetime, war, terror threat levels,
location of people) will drive the relative weight of operational need and security risk in
determining access.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.2-1



2622
2623
2624
2625
2626
2627
2628

2629

2630
2631

2632
2633

2634
2635

2636
2637

2638
2639

2640
2641

2642
2643

2644
2645

2646

2647

2648
2649
2650
2651
2652
2653
2654
2655

UNCLASSIFIED//FOR OFFICIAL USE ONLY

(U/IFOUO) The access control decisions can adapt to varying situational conditions in
accordance with an access control policy. Each policy prescribes the criteria for
determining operational need, the acceptable security risk, and the weighting between the
two under various conditions. Thus the model can support extremely restrictive policies
and also those that provide the widest sharing under specific conditions with added risk.
This new access control model has been named Risk Adaptable Access Control
(RAJAC).

2.2.1 (V) GIG Benefits due to Policy-Based Access Control

(U//FOUO) The Information Assurance constructs used to support Policy-Based Access
Control provide the following services to the GIG.

e (U//FOUOQ) Provides standardized access control behavior for information,
communications, and services throughout the GIG

e (U) Provides fine-grained access control based on the labeled value and life cycle
constraints of the information

e (U) Provides fine-grained access control based on the privileges and priority of
the user (user is defined as a human user, entity, or service)

e (U//FOUOQ) Provides ability to segregate multiple communities sharing the GIG to
increase availability while providing dynamic connectivity as needed

e (U/IFOUOQ) Supports Single Sign-on (SSO) because an authorization granted is
then recognized throughout the GIG

e (U) Allows flexibility to tailor aspects of enterprise policies by region, COls, C2
Node, etc.

e (U) Supports data owner information life cycle policy to track and control object
creation, dissemination, use, and destruction

2.2.2 (V) Policy-Based Access Control: Description

2.2.2.1 (U) Core RAdAC Functions

(U//FOUO) Policy-Based Access Control is a critical enabler for sharing information and
services within the GIG. Access Control checks will no longer follow the traditional
check for an exact match of mandatory (e.g., credentials) and discretionary (e.g.,
privileges) checks. Instead, the RAJAC Model will be employed. RAJAC is a rule-based
access control policy, based on real-time assessment of the operational need for access
and the security risk associated with granting access. Figure 2.2-1 depicts the RAJAC
model. There are two core functions within RAJAC, Security Risk Determination and
Operational Need Determination.
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Situational Factors Function Security Risk .
ioti Level Decision
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Determination
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Access Authority Interaction < >

Access Request —»

This figure is (U)

Figure 2.2-1: (U) RAdAC Functional Model

(U//FOUO) Security Risk Determination provides a real-time, situational, and
probabilistic determination of the security risk associated with granting the requested
access. The challenge here is to come up with ways to quantitatively express risk. The
security risk for granting the access will be determined for at least three different areas:

e (U//FOUOQ) The person receiving the information
e (U//FOUOQ) The IT components the person is using

e (U//FOUOQ) Those that will otherwise be involved in sharing the information

(U//FOUO) Operational Need Determination assesses the operational need of a requestor
to access some information. A person’s membership in some COIl or organization, their
rank or role in an organization, their location, or a supervisor’s approval might all be
contributing factors to establishing their need to know information, but ultimately access
control policy will specify how to use these factors to determine operational need.

(U//FOUO) An important attribute of Operational Need Determination is the capability of
allowing an exception to an access control decision. The access control policy would
specify who is entitled to approve an exception. For example, a commander may
determine particular data is critical to his mission and grant access to data to which his
forces would normally not have access. However, the policy must grant the commander
this right.
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2.2.2.2 (U) Assured Metadata and Data Describing Enterprise Elements

(U//FOUO) Assured metadata and data describing enterprise elements such as users, IT
components, environment, and situation serve as inputs to the RAdAC functional model.
Not all inputs may be required to make a specific access decision. Digital access control
policy will dictate the minimum decision criteria and how limited input affects the access
control decision.

(U//FOUO) Characteristics of people who create and consume information will be
used to measure their risk and to determine their operational need. These
characteristics might include identifier, citizenship, security clearance level, and
source of clearance, organization, COl membership, military rank, length of
service, current operational assignment, job title, GIG system privileges—and any
other characteristics that might be usable in determining their security risk and
operational need. Characteristics of the authentication process that granted a
person access to the system would also be included here since multiple proofs of
identity increase how certain the system is concerning the true identity of a
requester.

(U//FOUO) Characteristics of IT components that create information and enable
users to create, share, and use information will be used to determine security risk.
Determining the robustness of the components is the primary consideration.
Therefore, such things as identifier, operating system, hardware platform features,
current configuration conformance to certified configuration, third-party
robustness evaluation, owning organization, system administrator characteristics,
connectivity to unprotected networks, and software distribution protection might
be characteristics considered when determining the risk associated with IT
components. Furthermore, the operation of these components as a system must be
considered.

(U//FOUO) Characteristics of Soft Objects contribute to the access decision,
affecting both the security risk measurement and the determination of operational
need. Soft objects include data, applications, and services.

(U//FOUO) The important characteristics of an object being accessed might
include its identifier, source/originator or controlling entity (including COIls), a
description of the type of data and its value, a description of the data source and
its pedigree, intended roles and expected uses of this object, object life cycle
properties, and traditional labeling information. Object life cycle properties
include object-level attributes that constrain use, dissemination, and disposition
after use.

(U//FOUO) Traditional labeling information would include such data as
classification level, releasability, and caveat handling. The metadata will be
cryptographically bound to the data to which it applies, so the requestor can
validate the authenticity of the data.

(U//FOUO) Environmental factors apply to people, IT components, and objects,
UNCLASSIFIED//FOR OFFICIAL USE ONLY
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and can be used in determining both security risk and operational need.
Environmental factors include such things as a physical location and any
adversarial threat associated with that location. The adversarial threat should be
tied to the GIG operational threat model and risk assessment. It might indicate for
a particular location—or class of locations—the probability that a specific threat
or attack could happen. Location might also be a factor in determining operational
need. All GIG users in a particular location, such as Irag, might have a need to
access some specific class of information.

e (U//FOUOQ) Situational factors are national, enterprise-wide, or local indicators of
some situational condition that might affect access control decisions. The terrorist
threat level, for example, might be used to change criteria for determining
operational need. For example, an indication that the enterprise is under cyber
attack or nuclear attack might be other such situational indicators that could affect
access.

e (U/IFOUOQ) Heuristics are intended to represent the knowledge of the information
sharing system that it has acquired from past information sharing and access
control decisions. User-based heuristics might capture previously granted object
access and can be used to help assess current risk and weigh operational need for
future similar access requests. System-based heuristics may capture knowledge of
compromises that have resulted under various access conditions in order to refine
policy to avoid similar future compromises. A policy must specify the degree to
which heuristics should be considered in each access decision.

2.2.2.3 (U) Digital Access Control Policy

(U//FOUO) Digital access control policies will be the key to making the RAJAC model
successful. They must be capable of specifying the policy for each step of the access
control process. They must also be capable of expressing rules for various types of access
such as discovery, retrieval, modification, and execution rights. In other words, the
requestor may be able to discover the object/service, but may not have rights to access the
data without verification of need to know.

(U//FOUO) A policy would also be conditional in nature. It could stipulate different rules
of access depending on the current operational condition or mission need. An example
condition might be the current DEFCON level. Under one condition, access might be
limited to those within a COI, while under another condition those with special
operational needs might be given access. Policy flexibility is crucial.

(U//FOUO) Another aspect of digital access control policies is that multiple policies will
exist in the GIG. There will be enterprise level policies and local policies (e.g., COI
policies). The composite set of policies that apply to the object/service will be enforced
during access control checks.
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(U//FOUO) For access control to meet the information sharing needs of the GIG, digital
access control policy must extend beyond the initial RAJAC decision through the
inclusion of object life cycle attributes that accompany the soft object. For example, these
attributes will specify whether the entity can save or print or forward the object, whether
it is provided as read only, when the object’s lifetime will expire, and what methods are
acceptable for secure disposal of an object.

2.2.2.4 (U) IA Enabler Dependencies

(U//FOUO) Identification & Authentication. The authenticity of requester can be
measured through the robustness and number of authenticators used to validate the
requester’s identity. Periodic re-authentication may be necessary for a I&A Strength of
Mechanism (SoM) score to be considered viable by the RAdJAC model.

(U/IFOUO) Protection of User Information. This environment will be a significant factor
in calculating security risk since it is a major portion of the Characteristics of IT
Components input.

(U//FOUO) Dynamic Policy Management. Digital access control policy will be a subset
of the policies managed dynamically in the GIG. The distributed RAdAC function will
require the distribution, synchronization, and revocation capabilities offered by the
Dynamic Policy Management environment.

(U//FOUO) Network Defense and Situational Awareness. RAJAC policy depends upon
the enterprise’s Information Condition (INFOCON) and threat levels on suspected or
actual Information Warfare attack as a subset of its Situational Factors input.

(U//FOUO) Management of IA Mechanisms and Assets. RAJAC will depend upon this
enabler to assure use of specific routes that guarantee Quality of Protection, management
enforcement of IT Components with their approved uses and configurations, and
certification & accreditation of enterprise domains as a risk input.

2.2.3 (V) Policy-Based Access Control: Technologies

(U//FOUO) For simplicity, the discussion of technologies for Policy-Based Access
Control is divided into three sections:

1. (U//FOUOQ) Core RAdJAC that addresses the internal computation of risk and
operational need

2. (U/I[FOUQ) Assured Metadata that supports RAJAC decision-making and
enforcement

3. (U//[FOUQ) Dynamic Policy that influences RAJAC decision-making and
enforcement

UNCLASSIFIED//FOR OFFICIAL USE ONLY
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2.2.3.1 (U) Core RAJAC

(U//FOUOQ) The core RAdAC functions of security risk and operational need
determination are very new ideas in the access control sphere, both in industry and
Government. Traditionally, both these functions have been handled as administrative
procedures that are then implemented and enforced through a combination of physical
access controls (e.g., locked or guarded facilities) and static, but modifiable, logical
access control business rules (e.g., traditional discretionary access controls in mainstream
operating systems and mandatory access controls in multilevel environments). These
static business rules can be correctly referred to as access control policy, but the
underlying technology essentially assesses a request against a list of authorized actions
and provides a binary allow/disallow decision to an enforcement mechanism.

2.2.3.1.1.1 (U) Technical details

(U//FOUO) IT security risk has historically been a calculation (either qualitative or
quantitative) of the loss expected due to an attack being carried out against a valuable
asset with a specific vulnerability. The exposure of the asset through the vulnerability and
the probability the attack will occur are significant inputs for the final calculation. While
technologies exist to guide a security professional in performing this type of risk
assessment for a business or system, applying this technique to the access control domain
is a very new idea.

(U//FOUO) In the access control domain, soft objects are the information assets that can
be exposed to threats in the environment within a specific situation (including users)
through vulnerabilities in the IT Components themselves. This relationship indicates that
most of the RAdAC inputs affect security risk determination in one way or another—as
described below. A high-level analysis of these RAJAC inputs shows that most will be
textual in nature.

e (U//FOUOQ) Availability and integrity risk - Characteristics of IT components
influence whether these tenets of 1A would be placed at risk if access is
authorized. For example, authorizing the release of a 40GB imagery file through a
28kbps tactical circuit would effectively cause a sustained denial of service for all
users of that tactical circuit.

e (U//FOUOQ) Aggregation - Situational Factors should include details of what
information is already available at a user’s IT platform to assess the risk of
aggregation (multiple Unclassified documents being combined to learn Classified
information). As multiple services are subscribed to by a single user, the risk of
aggregation (multiple unclassified inputs = classified information) increases.

e (U//FOUOQ) User information and platform context - Consideration of the
classification of current information on the user’s IT platform should be
considered alongside the capabilities and assurances of the user’s platform. For
example, if a cleared user is subscribed to all FOUQO services and requests a
classified document, the risk of disclosure increases greatly if the platform cannot
support MLS or MILS processing.
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(U//FOUO) Identity factors - Clearance and formal access approvals of the user,
assurance of the user’s identity, and assurance of bindings to roles and COls are
critical factors to determining risk.

(U//FOUO) Classification lifetime - Classified lifetime of a Soft Object is an
important consideration for risk. If declassification is expected within hours
versus years and the specific operation that the information pertains to is already
underway, the risk of disclosure to an uncleared soldier is much lower than it
ordinarily would be.

(U//FOUO) Violation of traditional access models - All things considered equal,
any access that violates the Bell-LaPadula properties® should sharply raise the risk
value.

(U/IFOUO) Probability of overrun - Risk of disclosure should increase due to the
proximity of enemy forces and probability of overrun. This should be captured in
the Environment Factor.

(U//FOUO) Unavailable input parameters - Lack of input parameters (e.g., no
value for IT environment) or low reliability of input parameters (e.g., non-
authoritative source provides input for an IT environment segment) should
increase the resulting risk due to unknowns.

(U//FOUO) Heuristics - Heuristics from previously authorized similar requests
(proximity with respect to time or content) should result in a reduced security risk.

(U//FOUO) Transitivity - There are transitive security risks to consider in a
highly-connected environment when authorization exceptions are permitted.
Authorizing a classified document to one member of a COI operating at an
unclassified level has implications that reach beyond that individual User making
the access request.

(U//FOUO) External connections - Since policy negotiations between security
domains is a desirable dynamic policy feature, there is a potentially higher risk
that all information released to an external domain should carry. Domain
interconnection only begins to scratch the surface of risks associated with
interconnections within the GIG.

(U//FOUO) Enterprise C&A - GIG risks associated with IT Components within
the enterprise must be considered in RAdAC risk determination. With the
direction DIACAP is heading, near real-time knowledge of GIG system's risks,
countermeasures applied to them, and residual risk that is accepted by a cognizant
approval authority will be available through the eMASS system. The RAJAC
model should interface to the eMASS services to understand residual risk in
systems involved in the access path. This data should be presented to RAdAC via

% (U) The Bell-Lapadula Model of protection systems deals with the control of information flow. It is a
linear non-discretionary model.
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the “Characteristics of IT Components” and “Environment Factors” inputs.

¢ (U//FOUOQ) Identity Strength of Mechanism - A higher authentication robustness
(e.g., a 3-factor authentication versus 2-factor) should yield a lower risk score.

e (U//FOUOQ) Soft Object Life Cycle Characteristics - Soft Object characteristics
that limit or preclude widespread dissemination should raise the risk score, and
imposed life cycle characteristics on a specific instance of information such as
“do not copy, do not print, do not further disseminate” may reduce the risk of
disclosure.

(U//FOUO) The other major function of the core RAdAC model is operational need
determination, a function somewhat understood in the administrative domain and much
less understood technologically. Outside of workflow technology that retrieves a
manager’s approval for need-to-know, no technology exists to perform this function.
Characteristics of IT Components will have little to no impact to this function, and
Situational Factors and Heuristics will probably have the most impact.

2.2.3.1.1.2 (U) Usage considerations

(U//FOUO) The successful usage of core RAJAC as the GIG access control model will
require substantial proof of correctness, a highly robust distributed design, low-latency
performance, life cycle information management, and significant buy-in from the various
GIG user communities. The shift to a need-to-share philosophy is essential but largely
depends on the assurances that the technology can mitigate risks associated with doing
SO.

(U//FOUO) For RAJAC to be successfully deployed and used throughout the GIG, the
existence of any alternate access control mechanisms is problematic. Part of the RAJAC
environment description must address how RAJAC is always invoked and non-
bypassable within the enterprise. This description contributes to the proof of correctness
needed to gain customer acceptance of the technology.

2.2.3.1.1.2.1 (U) Implementation Issues

(U//FOUO) Since most of these inputs are textual, RAJAC risk determination should be
performed using technology that can parse, understand meaning, and reason about
relationships under an imposed policy. Otherwise, the performance impact of translation
between text and numeric scores will prove very costly, and RAJAC risks being
inflexible in accommodating more than one ontology.

(U//FOUO) The ontology problem for textual inputs is very significant. In a trivial case,
consider the existing U.S. Air Force and U.S. Navy ontologies used daily. A user
identified with the rank of Captain in the Air Force is an O-3, who is a junior officer
compared to a Navy Captain, who is a senior O-6 typically assigned to commander roles.
Operational Need determination should weigh an Air Force Captain’s verification of an
E-5’s need to know as less than a Navy Captain’s verification of an E-5’s need to know.
A technology that doesn’t understand more than one ontology cannot understand these
distinctions that can be critical in determining access control risk and operational need.
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(U//FOUO) To comply with national laws that strictly prohibit disclosure of classified
information to users without appropriate clearances, any immediate implementations of
RAJAC must implement a mathematic model to prove correctness for handling classified
information. To comply with the national law in the near term, this model should map to
traditional Discretionary and Mandatory Access Control (DAC and MAC) models, and it
must never violate the properties established by the Bell-LaPadula confidentiality model.

(U//FOUO) Commercial access control technology is not heading in the direction of risk
calculation. Rather, industry understands the traditional access control models of DAC
and MAC. Role-based Access Control (RBAC) has recently reached maturity, and
Attribute-based Access Control (ABAC) is just beginning to mature. Because of this, the
scope of RAJAC may be more suited to the service-oriented architecture domain rather
than the operating system domain so that both sets of access control models can coexist.

(U//FOUO) RAJAC must be able to offer performance guarantees despite the complexity
of its calculations and the varied inputs required to make a decision. RAdAC must also be
deterministic and produce an access control decision for every request.

(U//FOUO) RAJAC must provide decision rationale to support appeals for operational
need-to-know, audit, and heuristics-based learning.

(U//FOUO) Heuristics implementation can take the form of either user-based or system-
based knowledge of past actions, and most likely both are needed. In either form, the
heuristics data must be verifiably system-recorded (not spoofed or modified) and rapidly
available to the RAdAC decision service. Heuristics is a desirable RAJAC feature that is
not as crucial as other features and can be delayed until later increments.

(U//FOUO) RAdJAC’s distributed model must be able to support the dismounted soldier
with intermittent connectivity in addition to the CONUS-based desk user and the
enterprise service tier. This distribution model should be able to synchronize updates to
access control policy and information needed to make decisions to support operations in
an offline mode.

(U//FOUO) RAJAC requires assured metadata about Soft Objects and assured data for its
other inputs to make an informed decision and protect itself against well-known security
threats. This assured metadata must be tightly bound to the information it describes and
must itself have verifiable integrity.

(U//FOUO) RAJAC must provide state management to detect and consider repeated
failed access attempts. This state management needs to be extremely lightweight to scale
well in order to support thousands of users.

2.2.3.1.1.2.2 (U) Advantages

(U//FOUO) The RAdJAC concept offers the following significant advantages relative to
traditional access control schemes.

e (U//FOUOQ) Supports GIG need-to-share vision through dynamic access control
UNCLASSIFIED//FOR OFFICIAL USE ONLY
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2945 decision-making that weighs security risk and operational need versus traditional
2946 hard-coded access control

2047 e (U/IFOUOQ) Allows broader scope of inputs that contribute to access control

2048 decision-making, including operational need and situational urgency

2049 e (U/IFOUOQ) Provides fine-grained access decisions (not just “allow” or

2950 “disallow”) that specify required transport path or object life cycle attributes to
2051 secure the risk of granting access

2052 2.2.3.1.1.2.3 (U) Risks/Threats/Attacks
2053 (U) The primary risks to RAJAC are:

2954 e (U//FOUO) Spoofed or altered RAJAC inputs which can allow unauthorized
2955 access

2956 e (U/IFOUOQO) Access DosS attacks (counter detailed in CND RCD section) which
2057 prevent authorized access by legitimate users

2058 e (U//FOUQO) RAdAC bypass (direct object access)

2059 e (U//FOUOQ) Distributed environment synchronization attacks

2060  2.2.3.1.1.3 (U) Maturity

2061 (U//FOUO) Both security risk and operational need determination technologies are in the
2062 conceptual stage. Basic principles have been observed and reported in the Assured

2063 Information Sharing Model white paper, and practical applications are being explored
2064 through a separate study. Technology maturity is rated as Early (TRL 1-3).

2065 2.2.3.1.1.4 (U) Standards
266 (U//FOUO) Potential standards that loosely apply include:

2967 Table 2.2-1: (U) Access Control Standards
This Table is (U)
Standard Description
Role-Based Access Describes Role Based Access Control (RBAC) features that have achieved
Control (ANSI acceptance in the commercial marketplace. It includes a reference model and
INCITS 359-2004) functional specifications for the RBAC features defined in the reference
model
Validated Common For access control, including Controlled Access Protection Profile, Labeled
Criteria protection Security Protection Profile, Role-Based Access Control Protection Profile
profiles
Multinational Contains functional and security requirements for sharing information up to
Information Sharing Secret among multinational partners
Environment
Protection Profile v.1.0

2968
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(U//FOUO) Potential supporting commercial technologies include:

Table 2.2-2: (U) Technologies Supporting Access Control

This Table is (U)

Standard

Description

Security Assertion
Markup Language
(SAML) v2.0

The Security Assertion Markup Language (SAML) is "an XML-based
framework for exchanging security information. This security information is
expressed in the form of assertions about subjects, where a subject is an entity
(either human or computer) that has an identity in some security domain.
(W3C standards organization)

eXtensible Access
Control Markup

OASIS Extensible Access Control Markup Language (XACML) defines a
core schema and corresponding namespace for the expression of authorization

Language (XACML) policies in XML against objects that are themselves identified in XML.
v1.0 (OASIS standard 6 Feb 2003; a working draft of v2.0 is available)
DARPA Agent Mark- | Provides constructs to create ontologies and metadata markup information for

up Language (DAML)

machine readability

Web Ontology
Language (OWL) v2.0

Provides a language that can be used to describe the classes and relations
between them that are inherent in Web documents and applications.

Web DAV Access
Control Protocol
(RFC3744)

WebDAYV stands for "Web-based Distributed Authoring and Versioning". It is
a set of extensions to the HTTP protocol which allows users to
collaboratively edit and manage files on remote web servers. (IETF standards
organization)

Content Based
Information Security

Joint Forces Command-sponsored advanced technology concept
demonstration that supports the notion of abstracting the complexity of label

development from the operator through the use of roles. It also supports the
notion of a hierarchy of policies to control sharing.

This Table is (U)

2.2.3.1.1.5 (U) Costs/limitations

(U//FOUO) A large monetary cost will be incurred to design, develop, test, and field
RAJAC into the GIG enterprise since there is no similar commercial technology.

(U//FOUO) A significant performance cost will be associated with access control
decision-making due to the quantity of RAdJAC model inputs and the amount of detail
required for these inputs. Current access control technologies compare a request against a
user’s identity—and an associated list of authorizations—and then produce a binary
access decision. The complexity of RAJAC will most likely increase the computation
needs for each decision by an order of magnitude.

(U//FOUO) There will also be significant network bandwidth cost due to the transfer of
RAJAC inputs and outputs and the distribution of RAdJAC heuristics, although the
distributed design can be optimized to reduce the bandwidth cost.

2.2.3.1.1.6 (U) Dependencies

(U//FOUO) Implementation of the RAJAC concept relies on several technologies
covered by other A System Enablers:

UNCLASSIFIED//FOR OFFICIAL USE ONLY
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e (U//FOUOQ) Access Control Policy language and associated standards

e (U/IFOUOQO) Assured Metadata with integrity verification and reliable binding to
source object

e (U/[FOUOQ) Availability of enterprise situation, environment, and IT Component
data with integrity verification features

¢ (U//FOUOQ) Enterprise Management information regarding domain Certification
& Accreditation and its associated configuration, risks, and threat levels

e (U//FOUOQ) Dynamic Policy Management to push access control policy updates to
distributed RAdAC decision points

e (U/IFOUOQ) Requester identity and associated Strength of Mechanism data
e (U/IFOUOQ) Assured user profiles for storing user-based access control heuristics

e (U//FOUOQ) Discovery process interface for RAJAC to decide about service
subscriptions (authorization to use a service) and service disclosure (authorization
to know about a service’s existence)

2.2.3.1.1.7 (U) Alternatives

(U//FOUO) Attribute-based Access Control (ABAC) offers a more dynamic access
control environment than traditional hard-coded access control models since it is based
on attribute-value pairs. Because of its similarity to RAJAC with respect to attribute-
based inputs, this approach offers a significant advantage in the near term while the
harder technical problems of risk determination can be matured through research and
development. ABAC can leverage advances in object metadata and enterprise data (both
in the form of attribute-value pairs) and can be used as a prototype to address some
aspects of operational need determination without requiring the implementation of
security risk determination.

(U//FOUO) In ABAC, the digital access control policy would be simpler than in RAJAC
since it is essentially rules about required attribute-value pairs for access to a Soft Object,
but it does offer dynamic update capabilities through its typical directory-based structure.
This approach can also be paired with the complementary Digital Rights Management
technology (potentially implemented as additional lists of attribute-value pairs) to address
object life-cycle needs. In the long run, this approach will not meet the GIG capabilities
required to fully implement the need-to-share enterprise, but it can be used as an
alternative technology during early increments.
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(U//FOUO) Content-Based Information Security uses encryption and key management
techniques to control access to information objects. This approach addresses security risk
during the decision to present an access “key” to a given user based on his or her
clearance, formal access approvals, and need-to-know. The technological burden in this
approach is in the key management rather than on security risk determination or dynamic

policy.

2.2.3.1.1.8 (U) Complementary techniques

(U//FOUO) Digital Rights Management, an access control and usage control technology
that uses a combination of metadata-based capabilities, cryptographic techniques, and key
management. The xRML proposed standard offers significant capability to express digital
rights for objects as a set of well-defined attributes.

2.2.3.1.1.9 (U) References
(U//FOUO) Role-Based Access Control (ANSI INCITS 359-2004)

(U//FOUO) Validated Common Criteria protection profiles for access control, including
Controlled Access Protection Profile, Labeled Security Protection Profile, Role-Based
Access Control Protection Profile

(U//FOUO) Multinational Information Sharing Environment Protection Profile v.1.0

(U//FOUO) Security Assertion Markup Language (SAML) v2.0 (W3C standards
organization)

(U//IFOUO) eXtensible Access Control Markup Language (XACML) v1.0, OASIS
standard 6 Feb 2003; a working draft of v2.0 is available

(U//FOUO) DARPA Agent Mark-up Language (DAML)

(U//FOUO) Web Ontology Language (OWL) v2.0

(U//FOUO) Web DAV Access Control Protocol (IETF standards organization)
(U//FOUO) Content Based Information Security

(U//FOUO) XML Rights Markup Language v2.0

(U//FOUO) Attribute Based Access Control research

e (U//FOUO) SPAWAR:
http://www.networkassociates.com/us/_tierO/nailabs/ media/documents/atn.pdf

e (U//FOUOQ) Mitre: http://portal.acm.org/citation.cfm?id=510781#CIT
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2.2.3.2 (U) Assured Metadata

(U/IFOUO) GIG Policy-Based Access Control as implemented via RAdJAC capabilities
relies on certain information conveyed as inputs to its control decision in a consistent and
known format. A portion of this control decision input is based on the attributes of the
information objects or services that are being requested. These object attributes, including
IA related information are relayed by Metadata. To ensure integrity of objects and
metadata linkage, this metadata is cryptographically bound to the source (information or
service object). Metadata also serves a related function, by providing filterable
information supporting discovery and advertisement of data or service object availability
for access by qualified GIG users.

(U//FOUO) Specific metadata content and labeling for GIG information and service
object is dependant on the object’s type. For example, a server-stored information (file)
object may have a far different set of metadata attributes than a real-time session object.
GIG metadata standards will specify and define these required IA attributes per object
type relationships by.

(U//FOUO) The 1A related technologies and capability investments that will be required
to enable the GIG vision of Policy-Based Access Control in the metadata area include:
GIG wide language standardization for IA attributes, trusted metadata creation tools,
cryptographic binding of metadata to its source object as well as the ability to reflect and
convey metadata for GIG services.

2.2.3.2.1 (U) Metadata Language and Standards

(U//FOUO) Supporting the transition from a GIG need-to-know to a need-to-share
information exchange paradigm will require reliable and trusted mechanisms to
characterize the 1A aspects of information or service objects requested by GIG entities.
To provide a reliable supporting mechanism to the GIG Access Control Decision Point
process, metadata language/usage must be standardized regarding syntax, semantics, and
ontology of IA related information. This standardization provides both the owner
(creating organization) and access policy authors with the ability to unambiguously and
consistently communicate attributes regarding data about the information or service
object, as well as define the attributes of the entities that will support access control
decisions for the object instance. This metadata also supports the user information
discovery process by providing filterable information content about GIG publicly
available objects to authorized users—via GIG search applications.

2.2.3.2.1.1 (U) Technical details

(U//FOUO) GIG Data owners must have the ability to provide granular expression of the
value of their information through new fields in the metadata tags. These fields will point
to information access policies that define the users, roles, or COls authorized to access a

specific data asset.
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(U//FOUO) The IA Component of the GIG will also implement a notion of Quality of
Protection (QoP) for data assets. As part of tagging a data asset, a set of security-related
properties necessary for protecting the asset would be associated with the asset.
Properties can include how to protect the object as it travels across the network, how the
data object can be routed, or how the data object must be protected while at rest.

(U//FOUO) The purpose of QoP metadata elements differs from the metadata elements
used to describe the contents of an asset. Content-description metadata elements are
designed to enable data discovery and sharing. QoP metadata tags define how the data
object is to be protected while at rest and in transit. This concept, for instance, will allow
the GIG to require routing of highly classified or sensitive information through a more
trusted (i.e., better protected) portion of the GIG or require that a user’s client support
encryption of the information in storage before granting access to the information.
Clearly one of the technical issues surrounding these metadata QoP designations are the
mechanisms of transformation—especially for transport from metadata to routing
request/selection information.

(U//FOUO) Another important aspect when considering metadata usage within the GIG
is to consider the types (classes) of objects being requested for access and the potential
action context of these object classes. Objects in this context are any information, service,
session, application, streaming media, metadata or other resource to which access will be
controlled in the GIG. Objects are described as being active or passive with respect to the
access control decision process. An object is considered active if it is the cause of the
access control decision (i.e., an active object is one that is requesting access to some other
object/entity). An object is considered passive if it is the entity that will be shared as a
result of the access control decision (i.e., a passive object is the one that is being
requested by some other object/entity). There are many classes of objects that will exist
in the GIG and be involved in access control decisions. Some possible classes include:

e (U//FOUOQ) Information objects include any data file, report, document,
photograph, database element, or similar types of data object. It might also
include metadata that describes other objects. Information objects are arguably the
core objects as they typically are what is being shared. They represent all the
information that will be resident in the GIG or made available to the GIG from
information originators/creators (e.g., Intelligence Community). They are usually
passive (that which is being acted upon), and thus their 1A attributes often define
the minimal requirements for access to the object.
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e (U//FOUOQ) Service objects are executable applications that provide some
function for the GIG. They are the services in a service-oriented architecture.
Service objects can be both active and passive objects of an access control
decision. Services will provide portals to useful information and computational
resources on the GIG. People will need to be granted access to services to use
them and thus services can also be the passive object of an access control
decision. In addition, services can be expected to make independent requests of
other services and information objects, or may make requests on behalf of people.
When making requests on behalf of a person, services might be expected to
provide their own IA attributes to the access control decision process along with
those of the person. When independently accessing other services (e.g., service to
service interactions), service objects are active objects in the access control
decision process.

e (U/IFOUOQ) Session objects are objects that are created as a result of a real-time
collaboration between two or more people. A telephone call, a video
teleconference, or an online virtual meeting, are examples of collaborative
sessions that produce session objects. Session objects are in essence a
representation of the collaborative session. They have attributes that describe key
characteristics of the session. Session objects will generally be passive objects in
an access control decision, and thus the 1A attributes of the session will be used to
grant or deny access to the session. There may be cases where a session object is
also an active object as it might request content be added to the session, such as a
data file (e.g., PowerPoint presentation).

e (U//FOUOQ) Real-time objects are a special class of information objects. Examples
of real-time objects are live streaming video and voice, as well as real-time
network management/control traffic exchanges. What makes real-time objects
special is the temporal aspect of the objects (saving samples to disk turns real-
time objects into normal information objects, i.e., these real-time objects are not
retained to persistent storage media). Attributes that describe real-time objects
must be assigned a priori and thus must be generalized to what the real-time
object is expected to be. For 1A attributes, this means that the security relevant
features of the streaming information must be anticipated. Once IA attributes are
established, they will live through the duration of the real-time object.

(U//FOUO) Metadata 1A attributes are the foundation of making access control decisions

in the GIG. There needs to be a universal agreed-upon set of IA attributes across the GIG.
These attributes, in effect, provide a vocabulary for describing security actions. Without a
common vocabulary, it is quite difficult, if not impossible, to make meaningful decisions

about sharing information. Table 2.2-3 shows the minimum set of IA attributes needed to

support policy based access control decision-making via the RAdJAC information-sharing
model, based on the class of the object.
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Table 2.2-3: (U) Minimum Set of 1A Attributes for Access Control Decisions

This Table is (U)

Category

IA Attribute Description/Requirement

Passive object

Identifier: Provide the GIG unique designation for the object

Passive object

Sensitivity Level: Provide a standards-based designation of object
classification and perishability timeframe (**include Operational Need
Modifier structure)

Passive object

Data Owner Community of Interest: GIG standards-based COI designator for
the organization/activity responsible for creation of the object

Passive object

Access Control Information List/Policy (Direct Data or Pointer): GIG
Standards-based Pairing of entities that are allowed access to an object (COI,
individual, individual w/ Role/Privilege or groups) and the operations the entity
is allowed to perform (read, write, execute, etc.) on the requested object.
(**include Operational Need Modifier structure)

Passive object

Time to Live: Length of time an object can be used before it is destroyed
automatically by the system as part of an automated life cycle management
capability

Passive object

Originator: GIG unique and authenticated identifier linked to the person,
organization, or entity that created the object

Passive object

Releaseability: Standards-based designator of countries or GIG external
organizations with whom the object may be shared (**include Operational
Need Modifier structure)

Passive object

Sanitization Supported: Identifies if real-time sanitization of the object is
supported.

Passive object

Security Policy Index: GIG standards-based policy language specifies the
various procedures for the object with flexibility/structure to include access
protection policy (entity authentication, platform, environment and operational
factor scoring) and QoP (**include Operational Need Modifier structure)

Passive object

QoP object life cycle attributes (view only, printable, no-forward, destroy after
view, digital rights, etc.) (**include Operational Need Modifier structure)

Passive object

Location: GIG Standards-based designation of virtual path to the object’s
storage location

Passive object

Timestamp: Time/date information when the object was created or copied.

Passive object

Integrity mechanism: Insure that unauthorized changes to the information
object and its 1A attributes can be detected

Passive object

Cryptobinding: Cryptographic binding and metadata (supporting access
control decision making) to the source object. (Supports prevention of direct
access to object w/o metadata based access control decision processing)

Passive object

Split or 1A capable filtering of Metadata: Support for both discovery and
access control processes

Passive object

Classification/releasability of descriptive metadata itself (not the source object)

Session object

Member IA Attributes: GIG Standards-based listing (pointers) of mandatory
privilege/identity IA attribute and value pairings

Session object

Access Control List: List of GIG unique identifier for people allowed to join
session paired with GIG unique identifier for approval authority

Session object

Security Level: GIG standards-based parameter indicating how the security
level of the session is to be controlled (fixed/float)
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This Table is (U)

Category IA Attribute Description/Requirement
Session object Session Archive Control: GIG standards-based parameters indicating
archive/recording and classification marking required
Session object Owner/Moderator ID: GIG unique identifier of session owner/moderator
Session object Session Members: GIG unique identifier of current/past session members
Session object Session Identifier: Standards-based unique identifier for the session.
Service object For Access Requests coming from a service object (acting as proxy for the

source entity) this structure must address GIG unique ID of service object, as
well as GIG unique ID of requesting source

EDITOR’S NOTE: REMAINING SPECIFIC |A ATTRIBUTES FOR SERVICE
OBJECT TYPES ARE CURRENTLY UNDER INVESTIGATION

Real-time object EDITOR’S NOTE: SPECIFIC |A ATTRIBUTES FOR REAL-TIME OBJECT
TYPES ARE CURRENTLY UNDER INVESTIGATION

This Table is (U)

(U//FOUO) **The RAJAC model describes an approach to access control whereby
operational necessity can override security risk. In this context, IA attributes might have
‘modifiers’ in addition to values. Specifically, each designated IA Attribute might have a
modifier that describes which, if any, exceptions/overrides to normal policy might be
permitted relative to that attribute. Thus, when an access control process is making a
decision whether to permit or deny access and encounters a mismatch on a particular 1A
Attribute, it may use the modifiers in an effort to reach a decision that supports sharing.

2.2.3.2.1.2 (U) Usage considerations

(U//FOUO) The successful usage of a standardized metadata language supporting access
control decisions will require a clearly defined and consistently implemented set of 1A
Attributes and supporting infrastructure/tools capabilities. This set of IA related attributes
(labels); their syntax, semantics, and taxonomy form a critical link in the GIG automated
access control and discovery processes. The usage and meaning of these 1A Attributes
must be understood and/or supported via user assisting infrastructure especially for the
roles of information owner, access control policy author, and access privilege (operation
override) authority. Incorrect usage of these IA Attributes (labels) could result inability to
discover or access information by GIG users with the correct operation need and
clearance. On the other side of the scale, incorrect 1A Attribute usage could result in
unintended or unauthorized disclosure of information to a compromised GIG user or
service entity.
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ai;1  (U//FOUO) Currently there are two known standards bodies working within the GIG to
a1s2  define metadata language principles for use by their communities. The primary purpose
ais3  Of each group’s products are different, and neither standard provides the entire 1A

s1s4  Attribute suite needed to support the Policy-Based Access Control Enabler as envisioned
aiss  In the RAJAC model (See Table 2.2-3 for detailed analysis). However, the Core

siss  Enterprise Services (CES) Metadata Working Group, now led by DISA, is attempting to
s187  ensure commonality between itself and the IC Metadata Working Group (see attribute
sis  comparison Table 2.2-4). Further, discussions have been initiated with both standards
a189  groups to investigate and integrate the required 1A Attribute and supporting language

3190

3191

semantics/syntax into these implementation documents and infrastructures.

Table 2.2-4: (U) IC and CES Metadata Working Groups Attribute Comparison

This Table is (U)

Core Layer Category Set

DDMS Attributes

IC MSP Attributes

The Security elements enable the
description of security
classification and related fields

Security: Classification
Dissemination Controls
Releasable To

Security: Classification
Dissemination Controls
Releasable To

description of physical attributes to
the asset

Resource elements enable the Title Title
descriptors of maintenance and Identifier Identifier List
administration information Creator Authorlnfo
Publisher Publisher
Contributor Co-authorinfo
Date Date
Rights Rights
Language Language
Type IntelType
Source Source
The Summary Content elements Subject Subject
enable the description of concepts Geospatial Coverage Geospatial
and topics Temporal Coverage Temporal
Virtual Coverage Virtual
Description Description
The Format elements enable the Format Media Format

This Table is (U)
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(U/[FOUO) The IC Metadata Working Group has developed an XML-based standard and
schema that supports containers for security marking as prescribed by the CAPCO
standard. IC MSP is an implementation of the World Wide Web Consortium’s (W3C)
specification of the Extensible Markup Language (XML). It consists of a set of XML
attributes that may be used to associate security-related metadata with XML elements in
documents, web service transactions, or data streams. It is distributed as both an XML
entity set and a W3C XML Schema (WXS) so that the XML attributes defined in the
standard can be incorporated into any XML document type definition (DTD) or schema.
The IC ISM entity set and WXS are controlled vocabularies of terms that are used as the
sources for the values of the IC ISM attributes. The IC MSP schemas incorporate the
classification and controls attributes defined by the IC Metadata Standard for Information
Security Markings (IC ISM). The IC ISM provides the IC with a standard method for
tagging CAPCO authorized markings and abbreviations on XML-based information. The
standard provides flexibility for each agency to implement their security policy and
granularity with respect to security marking.

(U//FOUO) The DoD's Discovery Metadata Specification (DDMS) and supporting XML
schema produced by the Core Enterprise Services (CES) Metadata Working Group
defines discovery metadata elements for resources posted to community and
organizational shared spaces. “Discovery” is the ability to locate data assets through a
consistent and flexible search. The DDMS specifies a set of information fields that are to
be used to describe any data or service asset that is made known to the enterprise. This
CES document serves as a reference guide by laying a foundation for Discovery Services.
The document describes the DDMS elements and their logical groupings. It does not
provide an interchange specification or substantive implementation guidance. However,
there is a roadmap for the development of implementation guides in line with this and
higher-level GIG directive documents (see Figure 2.2-2).
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CE L E) Codifying the Net-Centric Data Strategy
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This figure is (U)

GIG Enterprise Services Transition Plans ‘

Figure 2.2-2: (U) Codifying the Net-Centric Data Strategy

2.2.3.2.1.2.1 (U) Implementation Issues

(U//FOUO) Some IA metadata attributes sets for information objects may change over
time and due to the impact scale. The IA metadata standards/language and supporting
infrastructure must support the ability to point (index) to a trusted secondary source for
current version attribute information. For instance, if a departmental access policy were
hard coded into metadata for all of that department’s products, potentially large numbers
of information objects must be modified to new hard-coded values if a change policy
change occurs over time in this area

(U//FOUO) The metadata language standard must include fields (1A Attributes) within
the metadata tag that allow access control decisions to be made on the metadata itself. For
example, in some instances, security code words or compartment names are classified
themselves

(U//FOUO) It is also paramount, given the critical nature of the metadata tags, that
appropriate integrity, data origination and in some cases traffic flow security measures
are applied and that the metadata label be securely bound to the object
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(U/IFOUO) The use of IA attribute modifiers (as described above) will add significant
complexity to the IA metadata standards definition.

(U//FOUO) IA metadata attributes will be needed to support both GIG Access Control
and Discovery processes. If implementation decisions drive segregation of 1A Attributes
to differing location (virtual or physical) synchronization of new or changed IA attributes
must be addressed

(U//FOUO) Ontology of metadata (referring to input factors for RAJAC computation) is
extremely important so that computation logic correctly assesses the risk and the
operational need (e.g., is this a Navy “Captain” endorsing operational need or an Air
Force “Captain”)

(U//FOUO) It is unclear what implementation method can support the transport-related
Quality of Protection (QoP) IA metadata attributes into the transport infrastructure to
support routing decisions. For the data at rest portion of 1A QoP attributes, commercial-
based Digital Right Management capability may provide acceptable and compatible
methods give further investigation.

2.2.3.2.1.2.2 (U) Advantages

(U//FOUO) Supports GIG need-to-share vision though discovery process and movement
away from “determine at the time of creation” access control lists. (Creator of
information may not know who has need of information produced)

(U/IFOUO) Supports finer granularity in access control decision making logic

(U//FOUO) Support policy based vs. hard coded, access control decision making that
enables rapid changes in GIG situational and environmental factors as well as operational
need

2.2.3.2.1.2.3 (V) Risks/Threats/Attacks

(U//FOUO) Attempts to access information object directly on server location by passing
metadata/RAJAC Access Control processes

(U//FOUO) Confidentiality of some portions of metadata itself
(U//FOUO) Discovery DOS attacks
(U//FOUO) Access DOS attacks

(U//FOUO) Metadata tags that include compromised identity of the original source of the
information and of any entities (e.g., processes) that have modified it prior to posting in
its current form

(U//FOUO) Compromised metadata is presented to discovery users (e.g., metadata is
maliciously hidden, out of date metadata is maliciously presented)
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2.2.3.2.1.3 (U) Maturity

(U//FOUO) As described above, the two GIG standards organizations (CES Metadata
Working Group and IC Metadata Working Group) are in the process of defining metadata
standards and implementation schemas. These standards are being designed for
implementation, using mature and tested commercial standards for internet
communication including XML and OWL. Further, GIG usage of XML to support
metadata is being configuration managed and standardized via the DOD Metadata
Registry and Clearing house (http://diides.ncr.disa.mil/mdregHomePage/mdregHome.portal).
Therefore, technical readiness level has been assessed in the Early range (2-3).

2.2.3.2.1.4 (U) Standards

Table 2.2-5: (U) Metadata Standards

This Table is (U)

Standard

Description

Department of Defense
Discovery Metadata
Specification (DDMS) Version
11

Defines discovery metadata elements for resources posted to
community and organizational shared spaces. “Discovery” is the
ability to locate data assets through a consistent and flexible search.

Intelligence Community
Metadata Standards for
Information Assurance,
Information Security Markings
Implementation Guide, Release
2.0

An implementation of the World Wide Web Consortium’s
specification of the Extensible Markup Language (XML). It consists
of a set of XML attributes that may be used to associate security-
related metadata with XML elements in documents, webservice
transactions, or data streams.

Intelligence Community
Metadata Standard for
Publications, Implementation
Guide, Release 2.0

A set of XML document models that may be used to apply metadata
to analytical data to produce publications. IC MSP prescribes
element models and associated attributes for use in marking up
document-style products for posting on Intelink and other domain
servers.

Federal Information Processing
Standard FIPS PUB 10-4, April,
1995, Countries, Dependencies,
Areas of Special Sovereignty,
and Their Principal
Administrative Divisions

Provides a list of the basic geopolitical entities in the world, together
with the principal administrative divisions that comprise each entity.

Extensible Markup Language
(XML) 1.0 (Second Edition)
W3C Recommendation, 6
October 2000

Describes a class of data objects called XML documents and
partially describes the behavior of computer programs which process
them.

Web Ontology Language
(OWL) Guide Version 1.0,
W3C Working Draft 4
November 2002

Provides a language that can be used to describe the classes and
relations between them that are inherent in Web documents and
applications.

This Table is (U)
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2.2.3.2.1.5 (U) Costs/limitations

(U//FOUO) More resources and time will be required to develop, produce, and maintain

these 1A related metadata attributes than today’s basic security markings and MAC/DAC
characteristics. This cost can be off set to some degree by the use of automated metadata
creation tools

(U//FOUO) Legacy DoD information and service objects that currently exist or will be
produced before metadata standards and infrastructure are available may need to be
retrofitted with standard IA Attributes to support RAJAC access control and Discovery
process

(U/[FOUO) The use of trusted metadata type information tagging for real-time and
session object types will increase the GIG’s transport and network traffic overhead.
Performance impacts should also be investigated early in the design process

(U//FOUO) To avoid the need to retrofit metadata for very large quantities of information
objects, A metadata attributes syntax and semantics must remain “stable” or remain
backwards compatible.

2.2.3.2.1.6 (U) Dependencies
(U//FOUO) Access Control Policy Language Standards

(U//FOUO) Metadata Creation Tools
(U//FOUO) Identity and Privilege Management Capacities

2.2.3.2.1.7 (U) Alternatives

(U//FOUO) Depending on the final fidelity/functionality and transition sequence of
RAJAC, functionality-less IA Attribute could be included in the metadata language and
standards. However later additions could result in metadata, large-scale retrofit impacts.

2.2.3.2.1.8 (U) Complementary techniques
(U//FOUO) Digital Rights Management

2.2.3.2.1.9 (U) References

(U//FOUO) Department of Defense Discovery Metadata Specification (DDMS) Version
1.1

(U//FOUO) Intelligence Community Metadata Standards for Information Assurance,
Information Security Markings Implementation Guide, Release 2.0

(U//FOUO) Intelligence Community Metadata Standard for Publications, Implementation
Guide, Release 2.0
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312 (U//FOUO) Federal Information Processing Standard FIPS PUB 10-4, April, 1995,
ss1i3  Countries, Dependencies, Areas of Special Sovereignty, and Their Principal
s34 Administrative Divisions.
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2.2.3.2.1.10 (U) Technology/Standards Analysis
Table 2.2-6: (U) Metadata Gap Analysis

This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(YIN)
Identifier
Passive object/MD Identifier: Provide GIG unique Tiger Y (IC MSP) IC MSP requires a
Creator Entry designation for the object Team Universal Unique 1D,
Report Identifier List, and a
5/26/2004 Y (DDMS) Public Document No.
Passive object/MD Sensitivity Level: Provide a Tiger Y (IC MSP) | Recommend DDMS implement (by IC ISM allows all
Creator Entry standards based designation of Team reference) the IC ISM markings CAPCO classification
object classification and Report Y (IC ISM) markings and
perishability timeframe 5/26/2004 dissemination constraints
(**include Operational Need including declassification
Modifier structure) Y (DDMS) instructions

IC MSP employs IC ISM
markings on all block
object element types and
in the descriptive
metadata for the source
data

DDMS only implements
DoD 5200.1-R and does
not currently express
foreign, SCI, or non-
standard classification or
declassification
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This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(YIN)
Identifier
Passive object/MD Data Owner Community of Tiger N (IC MSP) | IC MSP: Make Affiliation a required | IC MSP allows
Creator Entry Interest: GIG standards based Team field and ensure it aligns to GIG COI | specification of 1+ POC’s
COl designator for the Report N (DDMS) designator information in
organization/activity responsible 5/26/2004 PersonalProfileGroup, but
for creation of the object IC MSP and DDMS: Make UserlD a Afflll_atlo_n is optional and
. . . COl is missing
required field and ensure it maps to
globally unique GIG UserID
DDMS: Make Organization a
required field
Passive object/MD Access Control Information Tiger N See comments/questions For Access Requests
Creator Entry List/Policy (Direct Data or Team coming from a service
Pointer): GIG Standards-based Report object (acting as proxy for
Pairing of entities that are allowed | 5/26/2004 the source entity), this
access to an object (COI, structure must address
individual, individual w/ GIG unique ID of service
Role/Privilege or groups) and the object, as well as GIG
operations the entity is allowed to unique 1D of requesting
perform (read, write, execute, source
etc.) on the requested object.
(**include Operational Need
Modifier structure)
Passive object/MD, Time to Live: Length of timean | Tiger Y (IC MSP) Supports information
Creator Entry object can be used before it is Team cutoff and information
destroyed automatically by the Report Y (DDMS) “death” dates in the
system as part of an automated 5/26/2004 DateL ist element (IC

life cycle management capability

MSP) and Date element
(DDMS)
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This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(Y/N)
Identifier
Passive object/MD, Originator: GIG unique and Tiger N (IC MSP) | IC MSP: Make Affiliation a required | IC MSP allows
Creator Entry authenticated identifier linked to Team field and ensure it aligns to GIG COI | specification of 1+ POC’s
the person, organization, or entity | Report N (DDMS) designator information in
that created the object 5/26/2004 PersonalProfileGroup, but
IC MSP and DDMS: Make UserlD a | >1Tiliation is optional and
. . . COl is missing
required field and ensure it maps to
globally unique GIG UserID
DDMS: Make Organization a
required field
Passive object/MD, Releaseability: Standards-based Tiger Y (IC MSP) Support CAPCO and DoD
Creator Entry designator of countries or GIG Team 5200.1-R compliant
external organizations with whom | Report Y (IC ISM) releasability markings
the object may be shared 5/26/2004
(**include Operational Need
Modifier structure) Y (DDMS)
Passive object/MD, Sanitization Supported: ldentifies | Tiger N (IC MSP) | Add optional element containing URI
Creator Entry if real-time sanitization of the Team to metadata for alternate source or
object is supported. Report N (DDMS) acceptable sanitization service. The
5/26/2004 URI to alternate metadata should
contain a security classification.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.2-29




UNCLASSIFIED//FOR OFFICIAL USE ONLY

This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(YIN)
Identifier
Passive object/MD, Security Policy Index: GIG Tiger N (IC MSP) | Add mandatory element that indexes
Creator Entry/View standards based policy language Team the organization security policy that
specifies the various procedures Report N (DDMS) governs access to the information.
for the object w/ 5/26/2004 Index can take the form of a URI or a
flexibility/structure to include UUID. Intent is that though the policy
access protection policy (entity may change over time, this reference
authentication, platform, to it won’t need to.
environment and operational
factor scoring) (**include
Operational Need Modifier
structure)
Passive object/MD, Obiject lifecycle attributes (view Tiger N (IC MSP) | Need to add Digital Rights There’s a primitive
Creator Entry/View only, printable, no-forward, Team Management (or equivalent attribute | structure in place for
destroy after view, etc.) Report N (DDMS) fidelity) capability to specify read, rights management in the
(**include Operational Need 5/26/2004 modify, forward, copy, destroy, print | Rights element, but it only
Modifier structure) types of constraints supports copyright and
Privacy Act flags
Passive object/MD, Location: GIG Standards-based Tiger N (IC MSP) | Add SourceURI field to
Creator Entry/View designation of virtual path to the Team AdministrativeMetadata element
object’s storage location Report
5/26/2004 | N (POMS)
Passive object/MD, Timestamp: Time/date Tiger Y (IC MSP) IC MSP: DateL ist element
Creator View information when the object was | Team contains DatePosted,
created or copied. Report DatePublished,
5/26/2004 | ¥ (DDMS) DateReviewed,

DateRevised fields

DDMS: Date element
contains DateCreated
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This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(YIN)
Identifier
Passive object/MD, Integrity mechanism: Insure that | Tiger N (IC MSP) | Append an Integrity element with
Creator No unauthorized changes to the Team Metadatalntegrity field and
Entry/View information object and its 1A Report N (DDMS) Sourcelntegrity field that include
attributes can be detected 5/26/2004 name/type/URI of integrity
mechanism used
Passive object/ Cryptobinding: Cryptographic GIG IA N (IC MSP) | Add a Security element with crypto
Infrastructure binding and metadata (supporting | Arch algorithm designator/URI and a
access control decision making) to | Docs N (DDMS) portion of the key needed to access
the source object. (Supports the source
prevention of direct access to
object w/o metadata based access
control decision processing)
Passive object/ Split or 1A capable filtering of GIG IA Y (IC MSP) IC MSP splits
Infrastructure Metadata: Support for both Arch Administrative Metadata
discovery and access control Docs from Descriptive
processes Y (DDMS) Metadata
DDMS is designed to
enable discovery and
access control filtering on
a single “metacard”
Passive object/ Classification/releasability of GIG IA N (IC MSP) | Descriptive Metadata only describes
Infrastructure descriptive metadata itself (not the | Arch the security classification of the
source object) Docs N (DDMS) source object
Session Member 1A Attributes: GIG Tiger N (IC MSP) | Need to add Element structure that
object/Owner Standards based listing (pointers) | Team specifies the common qualities of
Entry/View of mandatory privilege/identity IA | Report N (DDMS) People who can participate in the
attribute and value pairings 5/26/2004 session
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This Table is (U)

Category IA Attribute Req. Existing Gap Description/Recommendation Recommendations
Description/Requirement Source Standards and/or Remarks
Coverage
(Y/N)
Identifier
Session Access Control List: List of GIG | Tiger N (IC MSP)
object/Owner unique identifier for people Team
Entry/View allowed to join session paired Report
with GIG unique identifier for | 5/26/2004 | '\ (PDMS)
approval authority
Session Security Level: GIG standards Tiger N (IC MSP) | Add an binary “Fixed” field in the
object/Owner based parameter indicating how Team Security element of session
Entry/View the security level of the session is | Report N (DDMS) DescriptiveMetadata
to be controlled (fixed/float) 5/26/2004
Session Session Archive Control: GIG Tiger N (IC MSP) | Need to add archive/recording fields | Covers classification
object/Owner standards-based parameters Team (Y/N) and URI for archive/recording | markings only
Entry/View indicating archive/recording and Report N (DDMS)
classification marking required 5/26/2004
Session Owner/Moderator ID: GIG Tiger N (IC MSP) | Can be adapted using Elements from | Assumption: This person
object/Owner unique identifier of Team the PersonalProfileGroup is responsible for granting
Entry/View owner/moderator of the session Report N (DDMS) access to the session and
5/26/2004 is responsible for allowing
information objects to be
shared in the session
Session Session Members: GIG unique Tiger Y (IC MSP) UUID should suffice for
object/Owner /View | identifier of current/past session Team Y (DDMS) this purpose
members Report
5/26/2004
Session Session Identifier: Standards Tiger Y (IC MSP) UUID should suffice for
object/Owner /View | based unique identifier for the Team Y (DDMS) this purpose
session. Report
5/26/2004

This Table is (U)
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317 2.2.3.2.2 (U) Trusted Metadata Creation Tools

ssis  (U//FOUO) The IA metadata attributes are a key element of access control decisions that are at
s310  the heart of assured information sharing. Given the pivotal role of these attributes, the policies
3320 and supporting creation tools/infrastructure used to generate them can be leveraged to help

3321 encourage—or even enforce—the appropriate level of data sharing across the enterprise.

ss22  (U//FOUQ) It is envisioned that automated process/tools can be developed to support the

3323 business processes of the GIG community and can translate these business processes into sharing
ss24  policies that assist in the application of A metadata attributes for both sharing and required

3325 information security. While such a robust translation capability is beyond the ability of current
ss26  technologies, the general notion of turning business processes and natural language statements
3327 about organization's processes into a machine-readable metadata, supporting policy, tools and
ss2s  Infrastructure is supported by current technology—the issue is one of robustness and

3320 sophistication. If such a robust capability can be created, it will allow automated processes to
szs0  facilitate appropriate levels of sharing and security by assisting in the creation of the object

ssa1  Mmetadata IA Attributes.

32 (U//FOUO) It should be noted that 1A Attributes will form only a portion of the overall metadata
ss33  for GIG information objects. However, due to the critical nature of these elements, a significant
s34 amount of complexity and added processing interfaces will be needed to support this metadata
3335  Subset.

ssse  2.2.3.2.2.1 (U) Technical details

3337 (U//FOUO) The following listing provides a brief inventory of capabilities and interfaces that
sss  Will be required of trusted metadata creation tools and IA attributes for the GIG.

3339 e (U//FOUOQ) ldentity and Privilege management interface: Ensure that the entity

3340 (user/process) is authenticated and has the correct privilege to create/validate this

3341 metadata for the data owning organization.

3342 e (U//FOUOQ) Obiject Identifier CM interface: Assign GIG unique object identifier

3343 e (U//FOUOQ) Access Control Policy Interface: Allow user to link the correct access

3344 control policy or access control list (based on information owner organization’s business
3345 rules) as well as directive/pointers to related transport QoP and life cycle QoP policy
3346 e (U//FOUOQ) Operational Need Entry supporting structure (1A attributes ‘modifiers’ in
3347 addition to values. IA attributes might have a modifier that describes which, if any,

3348 exceptions to normal policy might be permitted relative to that attribute)

3349 e (U//FOUOQ) Metadata Integrity Mechanism Interface: Ensure unauthorized changes to
3350 metadata are detected

3351 e (U//FOUOQ) Discovery metadata filtering structure/policy, allows portions of metadata to
3352 be filtered from search results unless the user possess required clearance level
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e (U//FOUOQ) Cryptographic Binding Interface: Supports trusted binding of the metadata
to the source information object when metadata has been successfully created (syntax
check complete)

e (U//FOUOQ) Trusted transport interface, required for assure pull and push of information
related to metadata creation process

(U//FOUO) The following listing provides an inventory of capabilities may be common to the
overall metadata creation process (non IA attribute unique)

e (U//FOUOQ) Context Sensitive User Help Capabilities

e (U/IFOUOQ) Syntax Checker Capability (Note: This may be present for standard metadata
requirements; the unique 1A attribute will likely add significant code size and interface
complexity)

2.2.3.2.2.2 (U) Usage considerations

(U//FOUO) With the advent of XML-based metadata that supports web document publishing and
search application, creation tools and templates have been developed to assist users and
document owners with the generation/maintenance of supporting metadata. From the prospective
of commercial standards, most of these supporting tools are based on the Dublin Core Initiative.

(U//FOUO) The Dublin Core Metadata Initiative is an open forum engaged in the development
of interoperable online metadata standards to support a broad range of purposes and business
models. The Dublin Core supports standard schemas in both XML and RDFS. Customized
metadata creation and maintenance tools—based on the Dublin Core schema—are then
developed that reflect the required metadata purpose and business model/policies. These
metadata creation/maintenance tools are designed and implemented either by the information
owning organization or through customization of commercially available products.

(U//FOUO) However, the IA metadata attributes will require additional capability to ensure trust,
security, and unique GIG environment requirement are met for both discovery and access control
processes. These IA-related characteristics of metadata support/generation tools were defined in
section 2.2.3.2.2.1.

2.2.3.2.2.2.1 (U) Implementation Issues

(U//FOUO) Metadata creation tools may have to support GIG minimum standards related to both
discovery and access control as well as providing the user with information related to specific
organizational policy. As discussed above, the criticality of the 1A Attributes form an access
control prospective and will probably make these tools complex. Finally, these tools must be
widely distributed, available to a user in a timely manner, be intuitive to a human in their use,
and support greater levels of automation during final program timeframes.
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2.2.3.2.2.2.2 (U) Advantages

(U//FOUO) Metadata creation tools and supporting infrastructure provide the user or
organization entity responsible for creation of data improvements with accuracy and aid with
population of the correct metadata information (especially 1A Attribute) vs. manual (template
only) methods.

2.2.3.2.2.2.3 (U) Risks/Threats/Attacks
(U//FOUO) Unauthorized user “checks in” malicious file/metadata to info storage

(U//FOUO) Unauthorized user attempt to change 1A attribute of metadata to gain information
object access

(U//FOUO) Authorized user changes metadata
(U//FOUO) Metadata creation tool DOS Attack
(U//FOUO) Compromised metadata creation tool source software

2.2.3.2.2.3 (U) Maturity

(U/IFOUO) Clearly, there have been successful implementations and commercial products that
provide metadata creation tools based on the Dublin Core metadata standard. As such, the overall
technology would receive a TRL score of 7-8. However, the 1A related capabilities and interfaces
as defined in section 2.2.3.2.2.1 are new, complex and unique to this GIG implementation.
Further, one of the key required predecessors needed is a stable metadata standard for 1A
Attributes. As discussed in the Metadata Language and Standards section, this activity is in the
early stages of technology development. Therefore, we assess the overall TRL score for this
technology in the Early range (1-2).

2.2.3.2.2.4 (U) Standards
Table 2.2-7: (U) Metadata Tool Standards

This Table is (U)
Standard Description
Department of Defense Discovery Defines discovery metadata elements for resources posted to
Metadata Specification (DDMS) community and organizational shared spaces. “Discovery” is the
Version 1.1 ability to locate data assets through a consistent and flexible search.
Intelligence Community Metadata An implementation of the World Wide Web Consortium’s specification
Standards for Information of theExtensible Markup Language (XML). It consists of a set of XML
Assurance, Information Security attributes that may be used to associate security-related metadata with
Markings Implementation Guide, XML elements in documents, webservice transactions, or data streams.
Release 2.0
Intelligence Community Metadata A set of XML document models that may be used to apply metadata to
Standard for Publications, analytical data to produce publications. IC MSP prescribes element
Implementation Guide, Release 2.0 models and associated attributes for use in marking up document-style
products for posting on Intelink and other domain servers
Dublin Core Metadata For Resource | Defines interoperable metadata standards and specialized metadata
Discovery, (RFC 2413 IETF) vocabularies for describing resources that enable more intelligent
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This Table is (U)

Standard Description
information discovery systems.
This Table is (U)

sa0  2.2.3.2.2.5 (U) Costs/limitations

san 2.2.3.2.2.6 (U) Dependencies

3412 e (U) Access Control Policy Service

3413 e (U) GIG Information Object Identity Assignment Service
3414 e (U) Identity and Privilege Service

3415 e (U) Cryptographic Binding Service

sae  2.2.3.2.2.7 (U) Alternatives

sa17  (U//FOUO) Manual (template-based metadata entry) forms with limited syntax checking and
sa1s  external interfaces may be sufficient for the early stages of Dynamic Access (RAJAC based)
sa19  Control

sa20  2.2.3.2.2.8 (U) References
sa21  (U//FOUO) Department of Defense Discovery Metadata Specification (DDMS) Version 1.1

a2 (U//FOUO) Intelligence Community Metadata Standards for Information Assurance, Information
sa23  Security Markings Implementation Guide, Release 2.0

sa24  (U//FOUO) Intelligence Community Metadata Standard for Publications, Implementation Guide,
aa2s  Release 2.0

sa26  (U) Dublin Core Metadata For Resource Discovery, RFC 2413 IETF

a2z 2.2.3.2.3 (U) Crypto-Binding of Metadata to Source Information Object

aa2s  (U//FOUOQ) Cryptographically, binding the metadata describing an information object to its
3420 source object provides a critical access control integrity mechanism. Crypto-binding ensures at
aa30  the time of creation or authorized modification that a trusted linkage is established between the
a431  two components of an information object (source info and metadata). This capability becomes
aaz2  important to GIG’s implementation of Policy Based Access Control via RAdAC because

s433  metadata is one of the primary, determining information inputs for access control decisions.
aaza  Without crypto-binding, the metadata could be altered or maliciously pointed to an invalid

s435  metadata tag in order to gain unauthorized access to a source information element.

aaze  2.2.3.2.3.1 (U) Technical details

aaz7  (U//FOUO) The following list provides a brief inventory of capabilities and interfaces that will
sa3s  be required of crypto-binding of metadata to its source information object for the GIG.
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e (U//FOUOQ) Interface capability to GIG metadata creation tools/services

e (U//FOUOQ) Interfaces to accept and process key and/or digital signature information (as
required)

e (U//FOUO) Provide up to type 1 assurance of binding and digest functions for metadata
and its source information object

e (U//FOUOQO) Ability support for rapid decryption of digest (hash file) and return original
component files upon receipt of properly authorized command

2.2.3.2.3.2 (U) Usage considerations

(U//FOUO) Research to date indicates that the best standards technology available today to meet
the required capabilities of the Cryptographic Binding function are best implemented via the
Cryptographic Message Syntax, (RFC 2630) standard. The Cryptographic Message Syntax
(CMS) was derived from PKCS #7 version 1.5 as specified in RFC 2315 [PKCS#7].

(U//FOUO) CMS is a data protection encapsulation syntax that employs ASN.1 [X.208-88,
X.209-88]. This syntax is used to digitally sign, digest, authenticate, or encrypt arbitrary
messages. It supports digital signatures, message authentication codes, and encryption. The
syntax allows multiple encapsulations, so one encapsulation envelope can be nested inside
another. This capability aligns well with the needs defined for the cryptographic binding
functionality (see Figure 2.2-3 Encapsulation Notional diagram).
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Contentinfo

SignedData

InformationObjectCollection

Contentinfo Contentinfo

EncryptedData EncryptedData

SignedData SignedData

Information

Metadata Object Source

This figure is (U)

Figure 2.2-3: (U) Encapsulation Notional Diagram

(U//FOUO) CMS implementations must include the SHA-1 message digest algorithm (defined in
FIPS Pub 180-10). CMS implementations should include the MD5 message digest algorithm
(defined in RFC 1321) as well. CMS implementations must include DSA signature algorithm
(defined in FIPS Pub 186). CMS implementations may also include RSA signature algorithm
(defined in RFC 2347 for use with SHA-1 and MD5).

2.2.3.2.3.2.1 (U) Implementation Issues

(U/IFOUO) The decision as to whether this crypto-binding and decrypt function is a central GIG
service or a local plug in to affected applications may affect overall performance, network
overhead, and user perception

2.2.3.2.3.2.2 (U) Advantages
(U//FOUO) CMS is flexible and nesting levels are expandable to meet program needs

(U//FOUO) CMS has been successfully implemented in commercial and government network
environments
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(U//FOUO) CMS provides flexibility to program selection of message digest and signature
algorithms. Further, as new encryption and signature algorithms the CMS syntax structure can be
expanded to accommodate movement in the technology state of the art.

2.2.3.2.3.2.3 (U) Risks/Threats/Attacks
(U//FOUO) Decryption Analysis/Attack

(U//FOUO) Compromised digital signatures

2.2.3.2.3.3 (U) Maturity

(U//FOUO) Elements of the CMS have a successful lineage from PKCS#7 and a wide variety of
successful implementation examples in both commercial and DoD environments for the base
encryption, binding, and linkage function. However, the interfaces to other GIG
applications/services and potential distributed nature of this function will drive a small to
moderate level of new development. As such, we judge the overall TRL level of this technology
to be in the Early to Emerging range (3-4).

2.2.3.2.3.4 (U) Standards
Table 2.2-8: (U) Standards on Cryptographic Binding
This Table is (U)

Standard Description
Cryptographic Message Syntax, | This syntax is used to digitally sign, digest, authenticate, or encrypt
IETF (RFC 2630) arbitrary messages.
PKCS #7 version 1.5 9 IETF Describes a general syntax for data that may have cryptography
(RFC 2315) applied to it, such as digital signatures and digital envelopes. The

syntax admits recursion. It also allows arbitrary attributes, such as
signing time, to be authenticated along with the content of a
message, and provides for other attributes such as countersignatures
to be associated with a signature.

SHA-1 (FIPS Pub 180-10) Standard specifies a Secure Hash Algorithm, SHA-1, for computing
a condensed representation of a message or a data file
MD5 IETF (REC 1321) Standard describes the MD5 message-digest algorithm. The

algorithm takes as input a message of arbitrary length and produces
as output a 128-bit "fingerprint" or "message digest" of the input.

Hashed Message Authentication | Standard describes a keyed-hash message authentication code

Codes (FIPS PUB 198) (HMAC), a mechanism for message authentication using
cryptographic hash functions. HMAC can be used with any iterative
Approved cryptographic hash function, in combination with a shared
secret key.

This Table is (U)

2.2.3.2.3.5 (U) Dependencies
(U) Key management infrastructure

(V) Metadata standards/infrastructure
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sa90  2.2.3.2.3.6 (U) Alternatives

aan  (U//FOUO) SHA-1 in concert with RSA signature service could be implemented and used
sa92  Without standardized syntax (CMS). Syntax relation processing and infrastructure would need to
sa93  be maintained in entirety by DoD/GIG.

sa0a  2.2.3.2.3.7 (U) Complementary techniques
sa9s  (U) Described in section 2.2.3.2.3.2.

aa96  2.2.3.2.3.8 (U) References
sa97  (U) Cryptographic Message Syntax, IETF (RFC 2630)

aes  (U) PKCS #7 version 1.5 9 IETF (RFC 2315)

aas0  (U) SHA-1 (FIPS Pub 180-10)

ss00  (U) MD5 IETF (REC 1321)

s (U) RSA IETF (RFC 2347)

sz (U) Hashed Message Authentication Codes (RFC 2401)

ss0s  2.2.3.3 (U) Digital Access Control Policy

ss4  (U//FOUO) Influencing all aspects of the RAJAC model is the digital access control policy

ss0s  (DACP). It serves as an input to the Core RAJAC functions and as the deciding factor for

ss06  allowing or denying access. Although RAdJAC will need specific capabilities in its DACP, these
ss07  policy needs should fold into the larger GIG dynamic policy effort. Some potential technologies
ss0s  being examined for that enabler are WS-Policy, Standard Deontic Logic, and artificial

ss09  intelligence constructs. The scope of this section addresses only the RAdAC-specific needs for
ss10  DACP and assumes that the dynamic policy enabler provides the necessary distributed

ss11  functionality (e.g., secure update, revocation, currency validation, and caching for off-line use).

512 (U//FOUO) The RAJAC model depicts DACP as influencing all aspects of internal RAJAC
ss13  behavior. In this role, DACP must be expressive enough to address the following:

3514 e (U//FOUQ) Minimum number of required inputs to calculate risk and operational need
3515 e (U//FOUO) Relative weighting of the various inputs for risk and operational need

3516 e (U//FOUOQ) Relative weighting of risk versus operational need for the final decision

3517 e (U/IFOUOQ) Ability to express stateful access control rules (e.g., successive failed access
3518 attempts)

3519 e (U//FOUOQ) Ability to express policy according to enterprise and COI roles

3520 e (U//FOUOQ) Ability to negotiate two or more conflicting access control rules

3521 e (U//FOUOQ) Ability to negotiate access control policy with neighboring security domains
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in order to define an access control boundary interface that is agreeable to both sides

¢ (U//FOUOQ) Ability to express and automatically select between multiple policies based
on nationality or security domain

e (U//FOUOQ) Ability to express more granular or more restrictive access control policies at
each successive echelon down the chain of command

e (U//FOUOQ) Ability to dynamically tighten or loosen access control policy based on
situation (INFOCON, proximity to enemy forces, etc.).

e (U//FOUOQ) Ability to reach a decision deterministically within bounded time

(U//FOUO) DACP also requires expressiveness to support RAdAC output. For example, the
policy engine may recognize a specific request as having a compelling operational need but
having too risky an IT Component to release the information to. In this case, policy should be
expressive enough to conclude that an alternate path (alternate Course of Action, or COA) for
this LIMFAC should be examined. For this role, DACP expressiveness must address:

e (U//FOUOQO) Ability to understand and specify in human- and machine-readable terms the
limiting factors (LIMFACS) that contributed to a failed access attempt

e (U//FOUOQ) Ability to reason whether an alternate COA could sway the decision (e.g., an
uncleared user attempting to access Top Secret information could never be allowed—
regardless of the QoP offered by a specific route—because of national policy).

e (U/IFOUOQ) Integrity and timestamp features to avert malicious attacks

e (U//FOUOQ) Ability to select and reason about various enterprise alternatives (e.g.,
alternate routing for higher QoP, imposed digital rights to limit risk, automatic
sanitization options, nearby neighbors with sufficient access) via comparison and “what
if” scenarios

(U//FOUO) Finally, extraordinary operations support requires that DACP be able to handle
policy exceptions that are able to authorize normally disallowed actions due to an extremely
urgent operational need. Most likely, such an authorization would be tightly constrained by time
controls (very limited access period) and additional access/distribution controls (very minimal
set of well-defined actions) to limit risk.

2.2.3.3.1.1 (U) Technical details

(U//FOUO) DACP must be able to reach a decision based on risk computation, operational need
computation, and policy input. Final decision logic uses digital policy to compare risk and need
computations against acceptable thresholds, specify a decision, and generate a corresponding
access token of some sort, generate a decision rationale, and generate an audit record.

(U//FOUO) The DACP language features must support conflict detection and resolution,
negotiation across RAJAC domains/COls, dynamic update, ontology specification, and human
readability. Policy must be able to be securely updated, revoked, and enforced within acceptable
performance margins to ensure currency with dynamic enterprise policy.
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(U//FOUO) RAJAC must have a grammar that can succinctly express decision rationale that is
unequivocally tied to the input received, including the ability to list limiting factors (LIMFACS)
in both a machine-understandable and human-readable format.

(U//FOUO) While the ability to discover and select an alternate COA is a highly desirable
feature of a RAdJAC-enabled system, embedment of this capability within the core RAJAC
model would severely impact the performance of the access decision process. Rather than embed
this functionality within RAdAC, the preferred approach is to have an offload capability to a
separate service to perform this analysis and make recommendations. Similar digital access
control policy can be used by this ACOA service to reason about alternatives it considers, and
this ACOA service may optionally provide a user interface for the User to select between
[possibly less desirable] alternate COAs.

(U//FOUO) The ability to handle temporal exceptions for extraordinary operations via
dispensations or work flows is a critical DACP feature to enable RAJAC dynamic operations
support. Certain deontic languages provide this capability in the form of “dispensations” that
augment the DACP based on a compelling temporal need. Other approaches include work flows
to address the specific LIMFACs identified in access control decisions. Regardless of the
technical approach, great care must be taken to constrain where dispensations are allowed and
not allowed within the policy language due to national law or immutable operational policy. For
example, dispensations may be allowed for dissemination of a classified document to a cleared
User, without formal access approval, given compelling operational need but may never be
allowed for an uncleared User. Dispensations may be the most appropriate way for digital policy
to annotate and reason about a commander or supervisor’s consent for a User’s operational need
to know a particular piece of information.

(U//FOUO) The policy must be robust enough offer a low error rate (i.e., meet extremely
stringent false negative and false positive rates). Since RAdAC would be replacing the traditional
Mandatory Access Control model objectively, false positives in particular cannot be tolerated for
risk of information disclosure. Dispensations for exception handling must be constrained in such
a way that guarantees select portions of digital access control policy will comply with national
law.

2.2.3.3.1.2 (U)-Usage considerations

(U//FOUO) Since DACP forms the primary underpinning of the RAdAC model, its
implementation will require significant analysis and community vetting. It will also require
protections against a wide range of security threats since it will be a likely target of IW attack.

2.2.3.3.1.2.1 (U) Implementation Issues

(U//FOUO) Conflicting laws and policies - Established laws and organization security policies
require sufficient clearance, formal access approval, and need to know to establish authorization
for classified information. We need to do an assessment of how RAdJAC maps to these
requirements (e.g., does operational need equate to need to know) to determine which laws and
organization policies require amendment
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(U//FOUO) Human understandable access control policy - Enterprise managers and certifiers
will want a human-readable format to the Access Control Policy to examine and evaluate its
specifications, but RAJAC will need fast machine-readable versions of the same policy to meet
performance needs

(U/IFOUO) Supporting decision rationale - A format/grammar must be developed to express the
rationale for an access control decision and any associated LIMFACSs and deciding factors. This
grammar may need to be purposefully limited, though, to avoid disclosing too much information
about the current DACP and how to influence its decisions

(U//FOUO) Minimal acceptable input parameters - Need to do research in defining the minimum
quorum and pedigree of input parameters necessary to make an access decision with bounded
risk. Does this minimal set vary based on the Environment (CONUS versus tactical) or Situation
(exercise versus active engagement)? Are heuristics employed only if the access is not decidable
given the other input parameters, or is it always part of the decision process?

(U//FOUO) IT Component integration - DACP and RAdAC’s decision output must be tightly
integrated with the policies that affect the management of the IT Components. This avoids
situations where RAdAC allows access through a given enterprise route but then the enterprise
routes the information over a different path because of other decision metrics. Digital rights
policy enforcement must be tightly integrated with the end user equipment portion of IT
Components so that the rights embedded with the information object are strictly enforced

2.2.3.3.1.2.2 (U) Advantages

(U//FOUO) Supports dynamic operations through update and reasoning about operational need
and security risk for access control decisions

(U//FOUO) Facilitates expression in human understandable format for analysis and update

(U/IFOUO) Supports exception handling for extraordinary operations with compelling
operational need

(U//FOUO) Extends beyond the access decision to address soft object life cycle and distribution
controls

2.2.3.3.1.2.3 (V) Risks/Threats/Attacks
(U//FOUO) Spoofing or man-in-the-middle unauthorized modification of policy updates

(U//FOUO) Replay of access control requests or decisions to cause a denial of service

(U//FOUO) Unintentional misconfiguration of DACP can introduce access denial or
confidentiality breaches

(U//FOUO) Exception handling could potentially be misused by insiders to gain access to
unauthorized soft objects (e.g., exaggerating operational need)
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2.2.3.3.1.3 (U) Technology/Standards Analysis

(V) Specific technologies and standards for digital policy are analyzed in Section 2.4. This
subsection applies that analysis specifically to the digital policy needs for Policy-Based Access
Control.

(U//FOUO) XML Access Control Markup Language (XACML) has been pushed within the web
services and DoD network-centric initiatives and has reached significant maturity as a result, but
it has some serious limitations for digital access control policy. The largest limitations are its
present inability to understand ontology and to resolve conflicting policy assertions. A third
limitation is in the area of dispensations, since they can only be approximated through a policy
update and policy revocation after a specified period.

(U//FOUO) The standards being developed under the W3C semantic web initiative appear to
meet the wide range of needs for digital access control policy. They address ontology (via OWL)
and use deontic logic to capture, reason through, and apply business rules according to
underlying mathematics. Certain deontic logic technologies such as Rei and KaOS offer the
ability to create and apply dynamic dispensation rules as well. Though the expressiveness of the
standards appear sufficient to cover the needs for digital access control policy, further analysis
needs to be done to extend the deontic logic math model to address specific access control needs,
verify performance of the technologies, and verify scalability to an enterprise level.

2.2.4 (U) Distributed Policy Based Access Control: Gap Analysis

2.2.4.1 (U) Core RAdAC: Gap Analysis

(U//FOUO) The Core RAdJAC functions are in their infancy with respect to concept formulation,
standards development, and technology implementation, as shown from a summary level in
Table 2.2-9. Industry really will not benefit from RAdAC as the Government will, so it is not
surprising to see little research and development in this area. Industry is showing interest in role-
based access control and now attribute-based access control, but RAdAC’s unique features put it
on a complementary but dissimilar technology path.

(U//FOUO) The following technology gaps exist for RAJAC:

e (U//FOUOQ) Attribute Based Access Control standard - Although there is research and
even initial product offerings for ABAC-based products, there is no IETF or Government
standard. Cisco and Maxware have proprietary products, and Network Associates is
doing research funded by SPAWAR, but none meets all of the attribute requirements for
RAJAC. Since we are looking at ABAC as an interim implementation of RAJAC, we
could employ a proprietary solution while RAJAC is being explored and developed in
parallel. But we would do so at the potential risk of it becoming the GIG standard if
RAJAC is not realizable for a presently unknown technical or political reason. Prudence
dictates that we have an alternate fallback standard in place, given the current immaturity
of RAdJAC and its critical role in the enterprise.
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(U//FOUO) Protection Profiles - There are no current or planned protection profiles that
address RAdAC or attribute-based access control. Existing protection profiles are limited
to Orange Book approximations. These protection profiles are necessary to establish the
minimum security protections required for any implementation of RAJAC.

(U//FOUO) RAJAC standard - Since industry is not moving in the RAdAC direction,
there are no formal representations of architecture, interface definitions, performance
requirements, or protocol requirements.

(U//FOUO) RAJAC math model - RAJAC needs an underlying math model to meet
medium and high assurance implementation requirements and to assist in the
transformation from a DAC and MAC access control culture. This math model needs to
include the digital access control policy since the two are so tightly integrated. Further
extensions to the deontic logic math model need to be accomplished to apply it
specifically to the access control domain and prove mappings of certain policy constructs
to traditional DAC and MAC access control models.

(U//FOUO) Input parameter ontology - All attributes that feed the RAJAC model need to
have an ontology that is accessible and standardized. This applies to attributes of IT
Components, Environment, Situation, Soft Objects (metadata), and People.
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3686

3687 Table 2.2-9: (U) Technology Adequacy for Access Control
This Table is (U)
CoreAccess | Digital Access Required
Control Rights Control Capability (RCD
Policy attribute)
Risk & Need N/A IAACA
Determination
Math model N/A IAACA
. . IAACL, IAACY,
Decision logic IAAGT
IAAC4
o Ontology
E
= Exception IAACS
I handling
-
2 Conflict IAACT
© resolution
L
Object IAACS
Lifecycle
Protection IAACY
Profile
This Table is (U)

sess  2.2.4.2 (U) Assured Metadata: Gap Analysis

seso  (U//FOUO) From an overall prospective, as shown in Table 2.2-10: (U) Technology Adequacy
ss00  for Metadata, the technology and functionality gaps in the assured metadata area will not require
sso1  the same levels of technology leaps, or major innovations in comparison to the RAdAC portion
se02  Of this enabler or other technologies needed in the GIG.
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(U//FOUO) For the metadata standards area, both the 1C and DoD are working on the definition
of standards to support discovery and marking of information that will be part of the GIG. Both
groups have built their standards implementation/schemas based on a widely proven and
available commercial language/technology (XML and OWL). Further, an initial gap analysis has
been completed which compares the capabilities (1A attributes) needed to support RAJAC style
access control decision making and discovery (See Table 2.2-6: (U) Metadata Gap Analysis)
with these standards. The process of coordinating between these two organizations has been
started to ensure that these required 1A attributes are integrated into these implementation
standards. Stability or backward compatibility of these IA attributes from a syntax and semantics
prospective will be critical. If not well planned, changes after final approval will likely ripple to
changes in supporting tools and infrastructure, or could affect large quantities of previously
populated information object metadata records. Finally, prior to stabilizing the metadata
standards and IA attributes, it is strongly recommended that further studies be conducted
examining the impact and potential for optimization regarding the increased of metadata 1A
granularity and its potential GIG impact to network traffic/overhead, especially for real-time and
session object types.

(U//FOUO) The development of trusted metadata creation tools can parallel the metadata
standards in initial design. However, final development, integration, and testing will be
dependant on a stable and accepted metadata standard(s) with required 1A attributes. There have
been successful implementations and commercial products that provide metadata creation tools
based on the XML web publishing, Dublin Core metadata standard, and have been applied to
their communities' metadata standard and creation needs in the commercial environment.
However, the IA related capabilities and interfaces as defined in section 2.2.3.2.2.1 are new,
complex, and unique to this GIG implementation.

(U//FOUO) In the area of cryptographic binding of metadata to its source information,
Cryptographic Message Syntax (RFC2630) is the recommended technology standard. This
syntax standard provides the capability to support selectable digest and signature algorithms. It is
also expandable to support the potential inclusion of other algorithms/standards as technology
progresses. However, like the metadata creation tools, the GIG and IA interface aspects required
of this capability will remain a technical challenge.

(U//FOUO) NOTE: The metadata IA attributes analysis is currently focused on the various
forms of GIG information objects. |A metadata attributes unique to service objects and their
supporting tools are currently in work and will be addressed in the next release of the technology
roadmap.
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Table 2.2-10: (U) Technology Adequacy for Metadata

This Table is (U)

Metadata | Metadata Metadata Required
Standards/ | Creation | Cryptographic | Capability
Language Tools Binding (RCD
attribute)
Commercial
Standards
Based
IAILL, IAIL2
GIG or 1A IAIL3, IAIL4
assurance IAILG, IAIL13
(unique) IAIL16
interfaces
provided
IAILS5, IAIL10,
G GIG IAIL12, IAIL16,
overnance IAILL7
(Standards)
o | Bodies in Place
5 IAIL, IAIL10
Need to ’ ’
ﬁ Share/Control IAILLZ, 1AIL14
< Granularity
|-
supported
o)
S | RAJAC value IAIL3
W | and Modifier
Construct
supported
IA Attribute IAILS, IAILLO,
Internal IAIL20
Consistency
(syntax
Checking)
Cryptographic IAIL1S
Performance
upto Type 1l
Assurance

This Table is (U)
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2.2.4.3 (U) Digital Access Control Policy: Gap Analysis

(U//FOUO) The proposed OWL v2.0 standard for ontology and the deontic language
implementations Rei and KaOS appear to meet the expressiveness required for digital access
control policy, but there is significant work needed to realize a complete implementation that
will meet GIG information-sharing requirements. The following list describes the major gaps.

e (U) DACP standard. A digital access control policy standard that uses ontology and
deontic languages needs to be developed based on the underlying math model. This
standard will address the access control policy grammar, exception handling, business
rules about allowable and disallowable policy constructs, and business rules for policy
negotiation and deconfliction.

e (U) Digital Rights Management integration specification. Digital Rights can be viewed as
a static projection of digital access control policy onto a particular soft object. There is
currently ongoing research in the Digital Rights realm and proposed standards, but none
of them specify a relationship to digital access control policy. An analysis of their
relationships, digital rights implementation (XrML or otherwise), and Policy
Enforcement Point interface is necessary to complete the end-to-end access control of
GIG information and support the transition to a “need-to-share” culture.
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2.2.5 (V) Policy Based Access Control: Recommendations and Timelines

(U//FOUO) The following is a list of prioritized distributed policy-based access control gap
closure recommendations or actions. They are listed from highest to lowest priority.

(U//FOUO) Develop Attribute-Based Access Control standard
(U//FOUO) Develop ABAC and RAdAC Protection Profiles
(U//FOUO) Develop RAJAC standard

(U//FOUO) Develop RAJAC math model

(U//FOUO) Conduct RAJAC prototyping for requirements discovery. This activity feeds
input ontology development, RAJAC standard development, DACP standard
development, and Digital Rights integration specification

(U//FOUO) Work with IC and CES Metadata working groups to integrated 1A attributes
into a standard in accordance with detailed analysis, or (preferred) support the merge of
these standards, and ensure IA RAdAC required attributes are included

(U//FOUO) Begin early design of metadata creation tools in parallel with metadata
standards definition to ensure 1A specific attributes and authorization interface needs are
addressed

(U//FOUO) Develop input parameter ontology

(U//FOUO) Conduct study on RAdAC performance and optimization techniques
(U//FOUO) Conduct RAJAC pilot program to test fielding and operational issues
(U//FOUO) Develop DACP standard with associated business rules

(U/IFOUO) Develop Digital Rights integration specification

(U//FOUO) Conduct study on impact and potential for optimization of metadata IA
granularity related to GIG network traffic/overhead

(U//FOUO) Continue work of defining the GIG services metadata tagging capabilities
potential technologies
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srin - (U//FOUO) Figure 2.2-1 summarizes timeframes for these closure recommendations.

Attribute-based Access Control Standard

Protection Profile for Med and High
Assurance RAJAC and ABAC

DACP Standard

Digital Rights Integration Specification

Pilots using Policy-driven AC
Mechanisms - [Ds, Privs and I&A SoM,
with Manual Override Support

RAdJAC Protoatn\)les with Risk and
Operation eed

RAdAC Formal Math Model

3772

3773 Figure 2.2-4: (U) Policy-Based Access Control Gap Closure Timelines
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2.3 (U) PROTECTION OF USER INFORMATION

((U//FOUOQ) Protection of user information provides the protection of data-at-rest and data-in-
transit from end-entity to end-entity. For applications based on the client-server model common
to much of today’s networks, this GIG vision would provide integrity, confidentiality, and other
required security services in both directions between the originating client and the responding
server. For peer-to-peer-based applications, this provides those same services between the
corresponding peers. For applications-based on other models, appropriate security services will
be applied.

(U//FOUO) End-to-end protection of user information does not always mean security services
are provided between the true endpoints of communication. There is always a trade-off to be
made. For example, if end-to-end confidentiality is provided, that implies that the information is
encrypted between the requesting client and the responding server. That means that GIG-
provided or organization-provided infrastructure devices such as intrusion detection systems and
firewalls cannot examine the data as it passes. This makes it difficult to detect and stop malicious
code such as viruses or worms, it makes it difficult to perform content-based filtering (e.g., Spam
checking), and it makes it more difficult to detect and stop intrusions. In this scenario, the client
node itself must provide all security. This may not be feasible for commercial operating systems
and products—even in the 2020 time frame—and it may make it very difficult to detect attacks
from authorized GIG insiders.

(U//FOUO) Even within single devices, end-to-end protection of user information may have
different meanings depending on the specific application or organization. For example, multiple
users or user identifiers may share a single end-point (e.g., multiple users may share a client
node, and multiple services may share a single server). End-to-end communications security in
this context may mean client-to-server security or it may mean end-user-to-server-identifier
security.

(U//FOUO) Thus, depending on the enterprise and U.S. Government policy, different
applications may have end-to-end security between clients and servers or communicating peers;
or they may have end-to-end security between organizational enclaves; or between other points.
These situations are entirely consistent with the GIG Vision.

(U//FOUO) However, there is much work to be done before this vision can be accomplished.
The current environment includes many systems operating in different domains and at different
security levels. Communication and interoperation among these domains and across these
different security levels is not always possible. True end-to-end secure communications cannot
be provided in the current or near-term GIG.

(U//FOUO) For the current and near-term GIG implementations, Cross-Domain Solutions
provides the necessary secure interoperation. Applications and communications must be secured
within a single security level—within a domain. Then, interactions between domains are allowed
by using cross-domain solutions (e.g., guards, gateways and firewalls, and specific routing
techniques).
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(U//FOUO) As the GIG evolves from the current capability set to the vision system, this will
gradually change. As core systems are fielded that can allow the merger of domains and
supporting multiple classification levels in a system, less emphasis will be placed on such cross-
domain solutions as guards and content filters. More emphasis will be placed on security at the
end-points, whether those end-points are enclave boundaries or client nodes themselves.

2.3.1 (V) GIG Benefits Due to Protection of User Information

(U//FOUO) The Information Assurance constructs used to support Protection of User
Information provide the following services to the GIG:

(U//FOUO) Protects information in accordance with enterprise-wide policy and the data
owner’s specified Quality of Protection (QoP)

(U//FOUO) Allows multiple users to use a single workstation so a user can walk up to a
client and access their information

(U//FOUO) Allows access to multiple levels of information on the same platform without
compromising that information (i.e., trusted hardware/software platforms)

(U/IFOUO) Protects against the analysis of network protocol information, traffic volume,
and covert channels

(U//FOUO) Provides user-to-user protection of secure voice traffic from speaker to
listener.
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2.3.2 (V) Protection of User Information: Description

(U//FOUO) Protection of user information provides the protection of data objects at rest and the
protection of data-in-transit. Data-at-rest protection is the protection of data objects while they
are stored in repositories across the GIG and within a client’s local environment. Data-in-transit
protection is the protection of information flows as they move across the GIG within all levels of
the transmission protocol stack, including application, network, and link level.

(U//FOUO) Protection of User Information also includes the concept of the GIG Black Core. The
Black Core is the packet-based portion of the GIG, where packet level protections are provided
between end entities. Over time, end entities providing packet level protections move from the
network boundaries to the enclave boundaries to the end clients. Circuits within the GIG will be
protected with circuit encryption. In addition, some high risk links may need additional
protections if the risk of traffic analysis or other threat is exceptionally high. Possible solutions
include link encryption and TRANSEC.

(U//FOUO) Classified information will be protected using high assurance (Type 1) mechanisms,
while unclassified information will be protected using evaluated commercial mechanisms. To
support the end state capability to enable users to access the proper information, encryption
boundaries must be able to support both Type 1 and commercial mechanisms. Encryption
products must also have access to the proper key material to protect all classifications of
information.

(U//FOUO) The protection of user information must support large numbers of dynamic
communities of interest (COIl). Support for COls does not necessarily imply encrypted tunnels
between COIl members. COls can also be accomplished through other mechanisms, such as
filtering (e.g., Access Control Lists [ACLS]), or logical separation (e.g., Multi Protocol Label
Switching [MPLS] Labeled Switch Path [LSPs]). Sufficient auditing mechanisms are necessary
to track the establishment and termination of COls.

(U//FOUO) To support connectivity between GIG networks and coalition networks, mechanisms
are necessary that allow information flows to pass between coalition partners and the GIG. Each
coalition network will be different and require different security mechanisms and procedures.
Some coalition networks will be owned and operated by the U.S. with partners using resources.
Other will be owned and operated by allies with U.S. users. Still others will be owned and
managed by a number of different allies all intended to seamlessly interconnect. These
mechanisms are enforced in a construct referred to as a trust manager.

(U//FOUO) Trust managers enforce policy for connections to coalition partners and allow or
disallow individual connections between GIG users and coalition partners. Trust managers can
filter traffic types, allow or disallow specific users, monitor information flows, or enforce any
other policy required for coalition connections.
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(U//FOUO) Whenever GIG systems interact with coalition or an ally’s resources, both sides of
the connection will have security mechanisms in place. While the GIG will be able to control
policy on the GIG side of the connection, the coalition partner will set policy for the other side of
the connection. This compounds the problem of information sharing with coalition partners. This
is similar to the issues with sharing information across GIG systems, as both policies must be
coordinated. Information shared with coalition partners could include all types of data objects
and data formats, including data files, messaging, video, streaming video, voice, and web traffic.

(U//FOUO) The GIG will require that clients and computing platforms (i.e., hardware and
software) have more inherent trust than they do today. Devices directly accessible by users—
running a variety of user applications and connected to untrusted networks—tend to be the least
trustworthy devices in the network. They are ripe targets for malicious code attacks and mis-
configuration. However, the GIG will rely on clients to do a variety of security-critical functions
(e.g., maintain domain separation when accessing information at various levels of sensitivity,
support authentication of a user to the infrastructure, support authentication of a client to the
infrastructure, properly label data, enforce local security policy, properly encrypt data).

(U//FOUO) In today’s system high environments (i.e., JWICS, SIPRNet), less trust in clients is
required since all users within an environment have an equivalent level of trust. While placing
trust in clients today may seem unreasonable, the GIG Vision requires that procedures and
mechanisms be in place to allow clients to perform critical security functions. A higher level of
trust within clients is especially important as coalition users and networks are connected to the
GIG and as today’s system high boundaries are eliminated. A higher level of trust is required for
all devices in the GIG— not just end user clients. All devices in the GIG will be required to
perform security related functions, and there must be a sufficient degree of trust in these devices
for them to reasonably execute their functions.

(U//FOUO) The GIG, however, will consist of IT devices (i.e., routers, servers, clients) with
varying levels of trust. The GIG will use a concept referred to as Quality of Protection for data
objects. As part of the data labeling, an object will be associated with security properties and
policies necessary for protecting the object. Properties can include:

e (U//FOUOQO) How to protect the object as it travels across the network (e.g., commercial
grade vs. Type 1 protections, object and/or packet or link level data-in-transit protection
requirements)

e (U//FOUO) How the data object can be routed (e.g., must be contained within the GIG,
can flow to or through networks external to the GIG, such as coalition networks or the
Internet)

e (U//FOUOQO) How the data object must be protected while at rest. QoP is different from
metadata that describes the contents of the object.

(U//FOUO) Metadata is designed to enable discovery and data sharing. QoP defines how a data
object is protected while it is at rest and in transit. When QoP is defined, it should not reveal
attributes related to the data originator or client. Policy-Based Access Control will provide the
enforcement mechanisms to assure the specified QoP is provided.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.3-4



3907
3908
3909
3910
3911
3912
3913

3914
3915
3916
3917

3918
3919
3920

3921
3922
3923
3924
3925
3926
3927
3928
3929
3930

3931
3932
3933
3934

3935
3936
3937
3938
3939

3940
3941
3942
3943
3944
3945

UNCLASSIFIED//FOR OFFICIAL USE ONLY

(U//FOUO) Data-at-rest protection will be required for some types of data (e.g., for extremely
sensitive information) and for certain environments (e.g., information stored on a local client
within a hostile environment). The requirements for data-at-rest protection will be identified
through a protection policy, such as within a data object or client’s protection policy. For shared
information, data-at-rest protection must be provided at the object level, where an object is
defined as a file or pieces of a file, such as paragraphs. This leads to a large range of object

types.

(U//FOUO) All data objects must be protected properly. GIG users must be able to discover and
access objects. This will require a key management infrastructure that can dynamically deliver
the key material to access objects requested by the user. Data-at-rest for local clients can be
provided in a number of ways, including media encryption mechanisms.

(U//FOUO) Protection of data-in-transit consists of the ability to provide confidentiality,
integrity, and authentication services to information as it is transmitted within the GIG. The QoP
information will describe the services needed for any specific data object.

(U//FOUO) Protection of data-in-transit includes providing traffic flow security (TFS). TFS
should be provided for all high-risk links in the GIG but could also be provided for medium or
low-risk links. In general, TFS protections include mechanisms that protect against network
mapping and traffic analysis. In general, the lower in the protocol stack confidentiality is applied,
the greater the TFS benefit. For circuits, end-to-end circuit encryption provides traffic flow
security. For IP networks a variety of mechanisms can be used. For IP environments where the
communications links are circuit based and the routers are protected one option could be hop-by-
hop link encryption applied to the communications links to provide traffic flow security for
encrypted packet traffic. TFS mechanisms, however, have a performance impact and should be
carefully matched against the risk for the information flow.

(U//FOUO) Protection of data-in-transit also includes the ability to prevent unauthorized
transmission of data within the GIG. A covert channel is an unauthorized information flow that is
precluded by the network's security policies. Covert channels must be eliminated to permit
global access of information required within the GIG.

(U//FOUO) Network layer data-in-transit security is the protection of IP packets as they flow
across the GIG. Protection could be from enclave to enclave to enclave, or from host to host.
High Assurance Internet Protocol Encryptor (HAIPE)-compliant devices will be used to provide
Type 1 data-in-transit network layer security for the GIG. At a minimum, Unclassified data will
be protected using medium robustness Type 3 solutions.

(U//FOUO) Speech traffic (Voice over IP [VolP]) within the GIG can be protected at the
Network Layer. Currently, HAIPE can only provide enclave-to-enclave protection. In the future,
when HAIPE is integrated into end-systems, the protection can be migrated from the enclave
level back to the user level. This functionality will require the development of a new mode
within the HAIPE standard to meet the real-time performance requirements of a VVoice over
Secure IP (VoSIP) terminal.
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(U//FOUO) Media gateways can also be defined to extend speech capability beyond the GIG to
legacy circuit-based systems, although Network Layer security is not effective beyond such a
gateway. Therefore, using HAIPE to protect speech traffic would require Red gateways to legacy
circuit-switched networks. The appropriate security (e.g. Future Narrow Band Digital Terminal
[FNBDT]) would have to be applied on the circuit-switched side of the gateway to protect the
speech traffic over a legacy network.

(U/IFOUO) Application Layer data-in-transit security is the protection of information as it flows
from one end user terminal to another, where the end user terminals apply the protection
mechanisms and the protected information is not accessible at any point during transmission.

(U//FOUO) Within the GIG, most speech traffic is carried across circuit switched networks.
Speech traffic in circuit switched networks is protected at the application layer using Secure
Terminal Unit-Third Generation (STU-I1I) or Secure Terminal Equipment (STE) products. STU
and STE products provide application layer speaker to listener security. Future secure voice
products and architectures must consider interoperability with existing secure voice products
(e.g., secure voice products used by NATO, tactical secure voice products.)

(U//FOUO) Application layer protection of speech traffic (\VolP) within the GIG could also be
accomplished through development of secure VVoIP terminals. Interoperability of secure VoIP
terminals will require a common implementation of FNBDT over IP. Secure VolIP terminals will
provide end-to-end, Multiple Single Levels of security across the Black Core. That is, although
only one session is permitted on each end terminal at a time, subsequent sessions can be
established at different security levels.

(U//FOUO) Secure VolIP terminals can be placed on the Black Core to provide end-to-end,
Application Layer security across the Black Core. VVoIP gateways can also be developed to
provide interoperability with legacy FNBDT products on the Public Switched Telephone
Network (PSTN). Such a gateway requires access to the IP network on one side and access to
appropriate circuit-based networks on the other. The gateway then provides interworking
between the IP protocol stack and a circuit-based modem. There are some issues (e.g.,
transcoding in the gateway needs to be disabled), but these issues can be resolved to provide a
Black gateway solution for the FNBDT Application Layer security approach.

(U//FOUO) Secure VolIP terminals can also be placed in Red enclaves to provide user-to-user
security, whereas HAIPEs fronting the enclaves only provide enclave-to-enclave security.
FNBDT can be overlaid on HAIPE to provide this user-to-user level of security.

(U//FOUO) Overlaying FNBDT on top of HAIPE provides several benefits. First, it provides
confidentiality of user voice traffic within the enclave. Second, it allows the security level of the
voice session to be based on the clearances of the users rather than the security level of the Red
enclave. Finally, it enables interoperability between phones attached to networks at different
security levels (cross-domain solutions).
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(U//FOUO) Communications between two secure VoIP terminals in different enclaves, where
the two enclaves are in the same security domain, is relatively straightforward. The HAIPE
fronting the two enclaves perform network level encryption between the enclaves, and the Secure
VolP phones attached to the Red enclave networks perform FNBDT application level encryption
between the two users. In this scenario, the users are not restricted to a conversation at the
security level of the Red enclave networks. For example, two users with Top Secret clearances
could hold a Top Secret conversation on phones attached to secret level enclave networks. Note
this scenario utilizes Red enclave call control (call control in the security domain of the Red
enclaves).

(U//FOUO) From the above examples, it can be seen that there are potentially multiple domains
of call control. A single user and associated secure VVoIP terminal could potentially use multiple
call control domains. The call control domain used for an instance of communications would be
based on the security domains of the networks where the local and remote users’ secure VVolP
terminals are attached.

(U//FOUO) Data-in-transit protection can also be applied to the GIG at protocol stack layers
other than Network and Application. This protection may be in place of or in addition to security
at other layers. Specifically, many individual links within the GIG may require protection
appropriate for the Physical Layer, such as transmission security (TRANSEC). Security at this
layer provides protection that cannot be obtained at other layers, including:

e (U//[FOUO) Anti-Jam (AN)

e (U//FOUOQO) Low Probability of Interception/Detection (LPI/LPD)

e (U/IFOUOQ) Traffic Flow Security (TFS) and Traffic Analysis Protection
e (U//FOUO) Signals Analysis Protection

e (U/IFOUOQ) Protocol and Header Cover/Packet Masking

e (U//FOUO) TRANSEC Isolation for Major Sets of Users

2.3.3 (V) Protection of User Information: Technologies

(U//FOUO) The technologies in this enabler are organized into technologies that provide data-at-
rest protection, data-in-transit protection, trusted platforms, trusted applications, Cross Domain
Solutions, and non-repudiation. The data-in-transit protection technologies are further organized
by protocols layers. Non-repudiation and Cross Domain Solutions are broken out separately
because they do not fit cleanly into either data-at-rest or data-in-transit.
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2.3.3.1 (U) Technologies for Protecting Data-at-Rest

(U) EDITOR’S NOTE: MATERIAL ON PROTECTING DATA-AT-REST WILL BE ADDED IN A FUTURE
RELEASE. SECTIONS ARE PROVIDED BELOW THAT REFLECT THE TYPE OF CONTENT PLANNED.

2.3.3.1.1 (V) Cryptography

(V) There are several applications of cryptography for protecting data at rest including
encryption, signing/authentication, binding, and integrity checking. Cryptographic capability
may reside in dedicated security devices or be provided within the host itself.

2.3.3.1.1.1 (V) Storage Networks and Networked Storage Operations

(V) There is an increasing trend towards the use of storage networks to share storage resources
(data and/or capacity) or to provide geographic distribution of storage assets for increased
availability and survivability. Network Attached Storage (NAS) and Storage Area Networks
(SAN) are the two primary approaches. SANs introduce or exacerbate security problems due to
the following:

e (U) A very large amount of information may be contained within one system

e (U) Storage resources may need to be shared between domains or enclaves

e (U) Storage assets may be directly accessible from the network including the WAN
e (U) The storage network management infrastructure needs protection

e (U) Access enforcement is remote from data owners/producers and data users

e (U) Possible distribution of storage elements over large distances.

(U) A NAS provides file storage using Network File System (NFS) or Common Internet File
System (CIFS) over TCP/IP. A SAN provides virtual disk volume storage using a Small
Computer Systems Interface (SCSI) family protocol. 1P-based storage protocols are being
developed and implemented. Elements of a storage network include storage arrays, switches,
host bus adapters/hosts, and security devices.

(U) Whether storage networks are used or not, there are also existing storage operations across
the GIG networks that have similar security concerns. These include replication of data among
distributed sites, distributed data stores, backup and restorable operations between sites, and
archives of data to remote sites.

(U/IFOUO) In general, security standards and specifications for network storage are less mature
than those for communications security. There are no common definitions of security services
across vendors. Across security services vendors, common definitions are lacking and a
corresponding shortfall in security products and security features for storage devices exist.
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2.3.3.1.2 (V) Data Backup & Archive
2.3.3.1.3 (V) Data Destruction
2.3.3.1.4 (V) Labeling

2.3.3.1.5 (V) Periods Processing
2.3.3.1.6 (V) Physical Controls

2.3.3.1.7 (V) Quality of Protection

(U//FOUO) Quality of Protection is a ranked set of end-to-end protection properties of a system
that collectively describe how resources will be protected within that system. These properties
may include network infrastructure characteristics, client IT characteristics and the cryptographic
capabilities of the IT and network components. A resource will not be made available to a user
unless the resource protection requirements can be met by the QoP level of the system or another
policy supersedes these requirements. The QoP of the system is not typically one fixed level but
IS instead a range of available capabilities that can be utilized by the component enforcing the
resource protection requirements. For example, in routing a packet, a path that meets the
packet's resource protection requirements is utilized if available and if in accordance with QoS
and other applicable policy. For data-at-rest, the QoP includes such topics as controls for
copying the data, moving the data, and printing.
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2.3.3.2 (U) Technologies for Protecting Data-in-Transit

2.3.3.2.1 (V) Application Layer Technologies

(U) Application Layer security technologies typically secure primary user data and may also
secure aspects of the application protocols themselves. Application Layer security can provide
protection of user data while in transit, and in some case while stored. These security
technologies do not generally provide protection against traffic analysis, or attacks on lower
layer protocols (e.g., IP).

(U) Application security technologies are characteristically different for real-time applications
than for non-real-time applications. Real-time applications include technologies such as
streaming audio and video. Non-real-time applications include such technologies as email, web
browsing and web services.

2.3.3.2.1.1 (U) Non-Real-Time Data Technologies

(V) Three basic classes of technology are used to provide non-real-time application security.
These consist of the following:

e (U) Traditional Layered Application Security Technologies
e (U) Session Security Technologies

e (U) Web Services Security Technologies

(V) Security technologies for applications that operate in non real-time apply a wide spectrum of
techniques to the problem of securing primary user data end-to-end. Such technologies generally
provide a generic framework for using basic security mechanisms—such as cryptography, one-
way functions, and security protocols—to potentially provide abstract security services within
the context of a particular type of information exchange between cooperating applications.
Figure 2.3-1 shows this relationship.

(V) Nearly all non-real-time applications interface to the layer below them in a connection-
oriented manner, making the dialog between the applications subject to security concerns.
Generally, security will be provided by a sub-layer that operates below the application and
applies security mechanisms to the communication. In the Application Layer, such security
functionality is usually modeled as a discrete functional object rather than a sub-layer because
same security mechanisms might be applied in different ways to different applications, leading to
layering inconsistencies. Some security objects are generic, and can offer service to multiple
applications. Others are tightly coupled to or embedded in the applications that they serve. Like
the applications themselves, security objects exchange protocols with peer objects.
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Figure 2.3-1: (U) Context of Non Real-Time Application Security*

(V) Application security tailors the application of security techniques to the specific needs of the
application. This means that the security object can selectively apply security techniques
differently to discrete fields or messages exchanged with the peer. Security mechanisms can be
applied selectively to specific fields, using different keys for different fields, to achieve different
services. This is superior in many regards, such as better accommodating Cross Domain
Solutions (CDS) by selectively leaving parts of the application data readable—or even
unprotected—for use by CDS boundary protection devices.

(U) The concept of layered communications entails each layer operating semi-autonomously and
adding its own additional protocol wrapper or control information to the data of the layer above
it. Figure 2.3-2 illustrates this concept. The layer in question (termed the “n” layer) provides
service to the layer above (termed the “n+1” layer since it is one layer higher), and receives
service from the layer below (termed the “n-1" layer). Service is provided at the Service Access
Point (SAP) for layer “n” also termed the (n)SAP. To request service from the “n” layer, the
“n+1” layer conceptually submits a request at the (n)SAP along with an Interface Data Unit
(IDU) to support the request. The IDU consists of a Service Data Unit (SDU) (i.e., payload data
from the “n+1” layer) and Protocol Control Information (PCI) associated with the requested “n”
layer services.

* (U) Note that this figure uses the more commonly used OSI terminology for the layers, but omits the Presentation
and Session layers as in the Internet model because comparatively few applications in use today employ these
layers.
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aua  (U) A concrete example of this is an Application Programming Interface, which typically

au1s  consists of a calling address (analogous to the (n)SAP) and a convention for passing parameters
a6 (analogous to the SDU and PCI). The SDU and PCI passed to the “n” layer are used to formulate
a117  the SDU that is passed to the “n-1" layer, and thus the virtual Protocol Data Unit (PDU)

aus  exchanged with the “n” layer of a communicating peer end-system. Security sub-layers or

a119  Objects continue to follow this layered communication model. Security objects provide service to
a120  the application above, encapsulate the incoming SDU from the “n+1” layer as part of the SDU
a121  that is passed down to the “n-1" layer, and incorporate some of the supplied PCI in the SDU and
a122  PCI that are passed down.

A
n+1 layer

(n) SAP_\

) —— — — —— — —
Raaie| |-
n-1layer .
. (n-1) SAP
This figure is (U)
4123
4124 Figure 2.3-2: (U) Layered Protocol Wrapping Concept
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(V) Engineering application security entails working through trade-offs among different choices
of mechanisms used to provide the desired protection. Application security usually contains
embedded use of cryptography, one-way functions, and security protocols. Cryptography is used
to render selected portions of the application data unreadable to any entities not possessing the
proper key material. One-way functions are a class of mathematical operations that are
elementary to perform, but prohibitively difficult to reverse. They are often used to embed
irreversibility in application security operations. Security protocols are the backbone of
application security. They define the data structures (i.e., what to send) and dialogs (i.e., when to
send it) used to exchange information between the application security peer entities. Protocols
may resemble a simple one-way exchange or a complex conversation replete with security
handshakes. Security protocol design is crucial because most abstract security services (e.g.,
integrity, authentication) are not possible except in a specific protocol context. Design of the
application security usually relies equally on all three of these types of mechanisms as part of an
overall open system security solution. Cryptography alone is not enough as a bad security
protocol can hamper or compromise good cryptography.

2.3.3.2.1.1.1 (V) Traditional Application Security Technologies

(U) Most development to date of application security has focused on so-called traditional layered
technologies. These are characterized by implementation of a standardized security element in
the application layer with a strong relationship to and binding with the target application. Such
technology has been applied to many applications including message handling or electronic mail,
web hypertext, and file transfer. Development of security elements in this manner represents the
old school of application security because doing so can require many years of standardization,
implementation, and testing to realize workable secure solutions. However, considerable
development of traditional application security has already taken place, and it can be leveraged
by the GIG.

2.3.3.2.1.1.1.1 (U) Technical Detail

2.3.3.2.1.1.1.1.1(U) Secure Messaging

(V) Secure messaging is a good example of the evolutionary development of traditional layered
application security technology. Early messaging was based on Simple Mail Transfer Protocol
(SMTP) and (MSGFMT). It offered ASCII-only messages without attachments, security, or other
advanced features. Many implementations of these messaging standards were created including,
most notably, the SENDMAIL implementation which was bundled free with most UNIX
implementations.

(U) The International Telegraph and Telephone Consultative Committee (CCITT)® entered the
scene by developing its X.400 series of recommendations. X.400 aimed to provide a full-
function messaging system. However, the initial version of the X.400 released in 1984 contained
no provision for security features.

® (U) CCITT has since reorganized into the International Telecommunications Union (ITU) Telecommunications
Standardization Sector (ITU-T).
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(V) As the U.S. government was becoming interested in X.400, as part of the developing Open
Systems Interconnection (OSI) protocol stack, NSA began development of the Message Security
Protocol (MSP) as part of the Secure Data Network System (SDNS). MSP provided security to
either X.400 or SMTP through the addition of a connectionless security protocol wrapper around
the message content. MSP evolved further as part of the Multilevel Information Systems Security
Initiative (MISSI), and was eventually offered to the Allies as Allied Communications
Publication (ACP) 120 [CSP].

(U) ACP 120 is used in the presently deployed Defense Message System (DMS). The DMS
implementation of ACP 120 works with the FORTEZZA card and the FORTEZZA Certificate
Management Infrastructure (CMI) to provide encryption and digital signature for formal military
messages. When properly used, ACP 120 is capable of providing the following security services:

e (U) Proof of Content Origin

e (U) Proof of Content Receipt

e (U) Content Confidentiality

e (U) Content Integrity

e (U) Common Security Protocol (CSP) Integrity
e (U) Security Labeling

e (U) Rules-based Access Control

e (U) Secure Mail List Support.

(U) While MSP was being developed and deployed, CCITT was working on their security
solution for X.400. This solution is today primarily described in X.400, X.402, and X.411. The
X.400 security solution potentially offered all of the same services as CSP, but offered too much
flexibility and insufficient definition of necessary embedded security objects to suffice without
additional profiling. With the demise of OSI, X.400 security has never achieved widespread
implementation or deployment and is no longer a major factor in the evolution of secure
messaging.

(U) With the wholesale abandonment of OSI and X.400, emphasis returned to providing security
for SMTP and the recently standardized Multipurpose Internet Mail Extensions (MIME). Work
began on the Privacy Enhanced Mail ([PEM) project within the IETF.
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(U) While PEM ultimately failed®, it led to the private development of the Public Key
Cryptographic Standard (PKCS) #7 PKCS7 and the Secure MIME (S/MIME) development by
RSA Data Security Inc. An industry desire to expand the available choices of SIMIME
cryptography and achieve compatibility with MSP led to the development of S/IMIME v3 in the
IETF. The SIMIME working group of the IETF has produced several proposed standards of note,
including CMS, MSG, CERT, and ESS. Like MSP, S/IMIME v3 provides a wide range of
security services including:

e (U) Proof of Content Origin

e (U) Proof of Content Receipt

e (U) Content Confidentiality

e (U) Content Integrity

e (U) SIMIME Protocol Integrity
e (U) Security Labeling

e (U) Secure Mail List Support.

(U) Unlike some application security mechanisms, the specification of the CMS is inherently
designed to be a flexible and reusable module in the SIMIME design. It thereby has the potential
to support other communications or non-communications applications. This arrangement is
illustrated in Figure 2.3-3. This situation already demonstrably exists in that the IETF Pubic Key
Infrastructure X.509 (PKI1X) working group has used CMS as the foundation for its successful
Certificate Management Messages over CMS (CMC) protocol. The IETF Long-Term Archive
and Notary Services (LTANS) working group is planning to similarly use CMS as a foundation
for their EvidenceRecord format. CMS can (and is) similarly used locally for file encryption
outside of the communication stack. The inherent flexibility of this modular style of application
security development has the potential to lead to expedited development of traditional layered
application security elements in the future.

® (U) The failure of PEM had much to do with the conflicting requirements of the changing messaging environment
at the time of its development. Interested readers should also see the MIME Object Security Services [MOSS]
enhancement of PEM.
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Figure 2.3-3: (U) CMS Supports S/IMIME and Other Secure Applications

(U) Another parallel track of secure messaging evolution is that of the Pretty Good Privacy
(PGP) development. PGP began as a piece of freeware code for file encryption with public keys.
Through the introduction of the PGP-MIME specification, it also began to provide application
security for SMTP/MIME messaging. The OpenPGP working group of the IETF is continuing to
develop and advance PGP format and PGP-MIME as Internet standards. PGP is not believed to
be in use within DoD. While not as capable as SIMIME, OpenPGP nevertheless remains a
competitor in the marketplace. OpenPGP is capable of providing the following security services:

e (U) Proof of Content Origin
e (U) Content Confidentiality

e (U) Content Integrity.

(V) The development and evolution of application security for message handling is a long story
that is continuing to be written. The widespread use of secure messaging, both in DoD and
industry will make it an important factor for the GIG for many years.
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2.3.3.2.1.1.1.1.2(U) Web Security

(V) Traditional layered application security technology has been applied to provide security for
web browsing with the HyperText Transfer Protocol (HTTP), but have yielded only limited
success. This is not to be confused with Secure Sockets Layer (SSL) which is a different
technology covered in Section 2.3.3.2.1.1.2.1.1. Salient examples of application security for web
browsing include Secure HTTP (S-HTTP) and the IETF Web Distributed Authoring and
Versioning (WebDAV) effort.

(U) The S-HTTP protocol extended the basic HTTP/1.1 protocol to provide mechanisms that can
deliver strong authentication, integrity, and confidentiality. While HTTPAuth provided a means
for password and digest-based authentication and integrity for HTTP, it failed to provide strong
authentication or confidentiality. S-HTTP defines its own URL protocol designator, namely
shttp.” When a S-HTTP aware client or server detects a shttp URL, it individually secures HTTP
requests and responses while preserving the transaction model and implementation
characteristics of HTTP. The S-HTTP protocol provides flexibility in choice of cryptographic
algorithms, key management mechanisms, and security policy by negotiating each option
between the client and server. Key exchange mechanisms include a password-style keying,
manually shared secret keys, and public key. The protocol has the capacity to use a variety of
cryptographic message formats, including CMS and MOSS. While effective, S-HTTP was never
very successful as a technology. S-HTTP is seldom used today.

(V) The IETF WebDAV working group is now taking another look at developing traditional
application security for web transactions that are not well served by the simple SSL treatment of
the application layer. Web authoring, as opposed to browsing, has a strong emphasis on
authentication, access control, and privileges. The Distributed Authoring Protocol (WebDAV)
built a framework for distributed authoring by standardizing HTTP extensions to support
overwrite prevention (locking), metadata management (properties), and namespace management
(copy, move, collections). The Access Control Protocol (WebDAV-AC) builds upon this to
provide the means for a web client to read and modify access control lists (ACLS) that instruct a
server whether to allow or deny operations upon a resource. As implementation of List Based
Access Control (LBAC) fundamentally requires authentication, WebDAV-AC relies on existing
authentication mechanisms defined for use with HTTP. WebDAV-AC particularly specifies that
if the basic authentication in HTTPAuth is used, it must be performed over secure transport such
as TLS. WebDAV is still a relatively young developing standard, and its support level in
industry is still relatively low.

(U) On the whole, traditional application security has not been very competitive for web security.
The ubiquitous support for SSL in web browsers has made a lot of past web security efforts
irrelevant. However, the WebDAYV effort appears to recognize the limits of SSL technology, and
is exploring richer application security features.

" (U) This should not be confused with “https,” which signifies SSL/TLS security.
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2.3.3.2.1.1.1.1.3 (V) Strong Client Authentication

(V) Several applications are known to employ traditional application security elements as part of
their authentication design. Some employ the reusable module philosophy already demonstrated
for SIMIME. Applications known to do this include the Simple Authentication and Security
Layer (SASL), the Post Office Protocol (POP3), the Internet Message Access Protocol (IMAP),
the Application Configuration Access Protocol (ACAP), and security extensions to the File
Transfer Protocol (FTP).

(U) Addition of strong client authentication has been a success from a standardization
perspective. However, from an implementation and deployment standpoint the track record is
spotty. IMAP products commonly incorporate strong authentication. However, POP products
still commonly rely on plaintext passwords. ACAP products have been very slow to emerge
overall, but incorporate strong security where they exist. FTP products incorporating strong
authentication exist, but are seldom used today.

2.3.3.2.1.1.1.1.4(U) Summary

(V) As their widespread use demonstrates, traditional layered application security technologies
have a large footprint in industry and represent a mature, stable development path. However,
their maturity is offset by the long lead time associated with their evolution. It is noteworthy,
though, that a lot of this lead time is not profitless in that it allows interest and enthusiasm for the
standard to build in the vendor community before the standard is finalized. This can lead to
improved standards and more widespread support among vendors. Many application security
protocols now also embrace a modular design philosophy, such as employed by S/IMIME, CMC,
and others, which promises to shorten future development cycles.

2.3.3.2.1.1.1.2 (U) Usage Considerations

(V) Application security is generally highly tailored to the needs of the application in question.
Since the applications that will make up the GIG are necessarily a moving target, it is difficult to
provide a comprehensive overview of specific application security technologies that are of
potential interest to the GIG community. That type of analysis is best conducted within the
framework of a particular project (e.g., DMS, GDS).

2.3.3.2.1.1.1.3 (U) Maturity

(V) Overall, the traditional application security technology represents a mature foundation for
GIG development. Many application security standards have been developed. Some have
succeeded while others have failed. Products for most widely-used applications offer at least
some form of embedded application security today. Secured application products are generally
available, functional, reasonably secure, interoperable and well tested. However, the maturity of
specific application security varies dramatically. SIMIME security is widely available in mail
clients. Embedded strong IMAP authentication is likewise mature and dependable. Toolkits are
available to facilitate rapid integration of many technologies into existing or new product
developments. However, other more negative examples, such as strong POP3 authentication and
S-HTTP, also exist. Thus the maturity of the different individual technologies must be assessed
individually.
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2.3.3.2.1.1.1.4 (U) Standards

(V) Table 2.3-1 summarizes pertinent application and traditional application security standards
discussed in this section.

Table 2.3-1: (U) Traditional Layered Application Security Standards
This table is (U)

Reference | Forum Standards Date Maturity
[SMTP] IETF RFC 821: Simple Mail Transfer Protocol | August 1982 Standard
[MSGFMT] IETF RFC 822: Standard for the Format of August 1982 Standard

ARPA Internet Text Messages
[PEM] IETF RFC 1421: Privacy Enhancement for February 1993 | Proposed
Internet Electronic Mail: Part I; Message Standard
Encryption and Authentication
Procedures
IETF RFC 1422: Privacy Enhancement for February 1993 | Proposed
Internet Electronic Mail: Part I1: Standard
Certificate-Based Key Management
IETF RFC 1423: Privacy Enhancement for February 1993 | Proposed
Internet Electronic Mail: Part I11: Standard
Algorithms, Modes, and Identifiers
IETF RFC 1424: Privacy Enhancement for February 1993 | Proposed
Internet Electronic Mail: Part IV: Key Standard
Certification and Related Services
[MOSS] IETF RFC 1848: MIME Object Security October 1995 Proposed
Services Standard
[CMS] IETF RFC 3852: Cryptographic Message July 2004 Proposed
Syntax (CMS) Standard
[MSG] IETF RFC 3851: SIMIME v3.1 Message July 2004 Proposed
Specification Standard
[CERT] IETF RFC 3850: S/IMIME v3.1 Certificate July 2004 Proposed
Handling Standard
[ESS] IETF RFC 2634: Enhanced Security Services June 1999 Proposed
for SIMIME Standard
IETF RFC 3854: Securing X.400 Content with | July 2004 Proposed
S/IMIME Standard
IETF RFC 3855: Transporting SIMIME July 2004 Proposed
Obijects in X.400 Standard
IETF RFC 3370: CMS Algorithms August 2002 Proposed
Standard
[CMC] IETF RFC 2797: Certificate Management April 2000 Proposed
Messages over CMS Standard
[HTTP] IETF RFC 2616: Hypertext Transfer Protocol - | June 1999 Draft Standard
-HTTP/1.1
[HTTPAuth] | IETF RFC 2617: HTTP Authentication: Basic | June 1999 Draft Standard
and Digest Access Authentication
[S-HTTP] IETF RFC 2660: The Secure HyperText August 1999 Experimental
Transfer Protocol
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This table is (U)

Reference | Forum Standards Date Maturity
[WebDAV} IETF RFC 2518: HTTP Extensions for February 1999 | Proposed
Distributed Authoring -- WEBDAV Standard
[WebDAV- IETF RFC 3744: WebDAV Access Control May 2004 Proposed
AC] Protocol Standard
[SASL] IETF RFC 2222: Simple Authentication and October 1997 Proposed
Security Layer (SASL) Standard
IETF RFC 2444: The One-Time-Password October 1998 Proposed
SASL Mechanism Standard
IETF RFC 2554: SMTP Service Extension for | March 1999 Proposed
Authentication Standard
[POP3] IETF RFC 1939: Post Office Protocol - May 1996 Standard
Version 3
IETF RFC 2449: POP3 Extension Mechanism | November Proposed
1998 Standard
IETF RFC 1734: POP3 AUTHentication December 1994 | Proposed
command Standard
IETF RFC 3206: The SYS and AUTH POP February 2002 | Proposed
Response Codes Standard
[IMAP4] IETF RFC 3501: Internet Message Access March 2003 Proposed
Protocol (IMAP) - Version 4revl Standard
IETF RFC 2195: IMAP/POP AUTHorize September Proposed
Extension for Simple 1997 Standard
Challenge/Response
IETF RFC 1731: IMAP4 Authentication December 1994 | Proposed
Mechanisms Standard
IETF RFC 2086: IMAP4 ACL extension January 1997 Proposed
Standard
IETF RFC 2228: FTP Security Extensions October 1997 Proposed
Standard
[ACAP] IETF RFC 2244: Application Configuration November Proposed
Access Protocol 1997 Standard
[X.400] ITU-T X.400: Information Technology — June 1999 Final
Message Handling Systems (MHS) — Recomm.
Message Handling System and
Service Overview
[X.402] ITU-T X.402: Information Technology — June 1999 Final
Message Handling Systems (MHS) — Recomm.
Overall Architecture
[X.411] ITU-T X.411: Information Technology — June 1999 Final
Message Handling Systems (MHS) — Recomm.
Message transfer system: Abstract
Service Definition and Procedures
[MSP] NSA SDN.701: Message Security Protocol June 1996 v4.0
[CSP] CCEB ACP 120: Common Security Protocol June 1998 Base Edition

(CSP)
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This table is (U)

Reference | Forum Standards Date Maturity
[PKCST7] RSA PKCS #7: Cryptographic Message November v1l.5
Syntax Standard 1993

This table is (U)

312 2.3.3.2.1.1.1.5 (U) Dependencies

a313 (V) Traditional application security technologies rely extensively on cryptographic technologies
4314 to provide encryption, digital signature, hash, and key exchange algorithms.

4315 (U) Protocol development is a key enabling technology for traditional application security. At
4316 present, the dominant techniques rely on the following technologies:

4317 e (U) Object-oriented design based on modeling in Abstract Syntax Notation One (ASN.1)
4318 e (U) Syntactic description using Augmented Backus-Naur Format (ABNF)

4319 e (U) Description of eXtensible Markup Language (XML) syntax using XML-Schema
4320 techniques

4321 e (U) Formal system state analysis and modeling

4322 e (U) Other formal techniques.

a32s (U) These combined with a liberal application of English descriptive and ad-hoc techniques form
4324  anecessary part of application security development.
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2.3.3.2.1.1.2 (U) Session Security Technologies

(U) As an alternative to developing application security, many applications choose to rely on
session security technology. Session security technology protects all user data passed over a
virtual connection between peer applications. Implementation of session security technology
varies, and can be modeled variously as part of the application layer, or part of the transport
layer. Session security technologies afford many of the same protections to user information, but
with reduced flexibility and perhaps often with less permanence. Session security technologies
are, however, vastly simpler than traditional layered application security and frequently offer
rapid integration via exposed APIs.

2.3.3.2.1.1.2.1 (U) Technical Detail

2.3.3.2.1.1.2.1.1 (V) Secure Sockets Layer & Transport Layer Security

(U) The Secure Sockets Layer began as a proprietary technology developed by Netscape. SSL
provided an extension to the popular Berkeley Sockets and Windows Sockets API to allow
applications to invoke security services provided by a common encapsulation protocol. Initially,
SSL was developed to service HTTP exclusively. Eventually it began to be used by broader
range of applications.

(U) As SSL use became widespread, an effort was made to open the protocol and API definition
to industry. This led to the development of the Transport Layer Security (TLS) standard in the
IETF. TLS v1.0 is based on the SSL v3.0, but the two protocols do not interoperate. TLS
implementations can, however, fall back to SSL 3.0 during negotiation. TLS v1.0 offers more
flexibility in features and cryptography than SSL v3.0 and is expected to be the platform for all
future evolution and development of the technology.

(U) TLS works by using the TLS Record Protocol to fragment data into manageable blocks.
Each block has a MAC code applied, is (optionally) encrypted, and the resulting block is
transmitted via TCP. Record Protocol might also compress the fragmented data—depending on
the specific implementation. TLS uses the Record Protocol as a foundation for different types of
protocol exchanges. The basic TLS specification defines four record types. Additional record
types are supported as an extension mechanism. The following types are defined:

e (U) Handshake Protocol — Enables mutual establishment of identity between the client
and server, and for negotiation of TLS options

e (U) Alert Protocol — Conveys information about important events in the communication
such as normal closure of the association and errors

e (U) Change Cipher Spec Protocol — Enables the client and server to signal and mutually
acknowledge transitions in ciphering strategies

e (U) Application Data Protocol — Conveys the fragmented, compressed, and encrypted
application data. Messages are treated as transparent data.

(V) Although three of these protocols are quite simple, the TLS Handshake Protocol uses several
staged exchanges. Figure 2.3-4 illustrates the context and operation of TLS and the Handshake
Protocol.
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Application Data

Figure 2.3-4: (U) TLS Handshake Protocol

(U) The TLS Handshake Protocol involves the following steps:

(U) Exchange hello messages to agree on algorithms, exchange random values, and check
for session resumption

(U) Exchange the necessary cryptographic parameters to allow the client and server to
agree on a pre-master secret

(V) Exchange certificates and cryptographic information to allow the client and server to
authenticate themselves

(U) Generate a master secret from the pre-master secret and exchanged random values
(V) Provide security parameters to the record layer

(U) Allow the client and server to verify that their peer has calculated the same security

parameters and that the handshake occurred without tampering.
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(U) While the average user experience with TLS has mainly to do with confidentiality and
integrity, the protocol is capable of strong mutual authentication. Authentication is only as strong
as the Public Key Infrastructure (PKI) underlying the certificates issued to the client and server.
While TLS-enabled servers commonly have certificates issued for their domains, most web
browser implementations using TLS do not. Such browsers commonly establish an anonymous,
but encrypted association with the TLS server and then perform basic authentication within that
virtual circuit in accordance with HTTPAuth. When properly provisioned with certificates, TLS
is capable of providing the following security services to an application:

e (U) Authentication of Server ldentity
e (U) Authentication of Client Identity
e (U) Data Confidentiality

e (U) Data Integrity.
(U) TLS has been successfully applied to several different applications including:

e (U)HTTP (see HTTPTLS)

e (U) LDAPV3 (see LDAPAuth and LDAPTLYS)
e (U) POP (see RFC 2595)

e (U) IMAP (see RFC 2595)

e (U) ACAP (see RFC 2595)

e (U) SMTP (see SMTPTLS).

2.3.3.2.1.1.2.1.2(U) Generic Upper Layer Security

(V) In the early 1990s, the International Organization for Standardization (ISO) and International
Telecommunication Union Telecommunication Standardization Sector (ITU-T) began to
recognize a gap between the requirements for applications security set forth in CCITT X.800 |
ISO/IEC 7498-2 (see OSISecArc]) and ITU-T X.803 | ISO/IEC 10745 (see ULSecMode]) and
the practice of building security into individual applications from scratch. This realization led
eventually to the development of the Generic Upper Layer Security (GULS) standards. GULS
provided a set of standardized ASN.1 conventions to facilitate development of secure application
syntaxes. It also defined a Security Exchange Service Element (SESE), which would establish
and maintain a secure association over which application data could be exchanged securely. The
SESE would function somewhat similarly to TLS. Unlike TLS, GULS was unambiguously
modeled in the application layer and was distinct from OSI transport layer security standards.
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(V) Unfortunately, GULS was of little value to existing OSI applications (e.g., X.400 and X.500)
without modification. Also, since GULS was unambiguously wedded to ASN.1 and the OSI
application layer structures, it was only of value to OSI applications. The total collapse of
interest in OSI development in the mid-1990s virtually eliminated any work on new OSI
applications or updates to existing applications. These factors have combined to make GULS
virtually irrelevant today.

2.3.3.2.1.1.2.1.3(U) Summary

(V) Session security technologies provide a very simple and potent solution for securing
application communication. The development of TLS has proven extremely effective on
widespread deployments and has been applied to a variety of applications. However, there are a
number of limitations and security concerns on use of TLS for application security. GULS is of
little present-day interest, but the similarity of evolution between GULS and TLS is noteworthy
from the perspective of examining session security technologies as a whole.

2.3.3.2.1.1.2.2 (U) Usage Considerations

(U) Caution should be exercised in employing session security technologies, such as TLS, for
application security purposes. The suitability of TLS depends heavily on it functioning in an
overall security architecture. For example, TLS can be subjected to man-in-the-middle attacks.
So care must be taken that strong 2-way authentication is applied during the Handshake Protocol,
and that certificates or other credentials are validated and recognized. This is true even if
subsequent access control based on [HTTPAuth] with be used within the TLS association. TLS
is also vulnerable to compromise of its feature negotiation mechanisms. So care must be taken to
ensure that the implementation minimum acceptable security measures reflect the security policy
in force. TLS is also not suitable for application architectures that require secure multipoint
communications, multiple different application entities or architectures that require persistent
security that endures through a relaying application entity.

2.3.3.2.1.1.2.3 (U) Maturity

(V) Session security technologies are Mature (TRLs 7 —9), and TLS in particular is a Mature,
widely implemented, and well deployed solution. It is worth noting that most TLS client
implementations operate without certificates or public keys by default. Most are not easily
configurable to employ a per-application certificate much less a per-user certificate. Therefore it
seems likely that more product improvement must take place for TLS to expand beyond web
browsing and properly provide security to multiple applications.
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2.3.3.2.1.1.2.4 (U) Standards
(V) Table 2.3-2 summarizes pertinent session security standards discussed in this section.

Table 2.3-2:  (U) Session Security Standards
This table is (U)
Reference | Forum Standards Date Maturity
[TLS] IETF RFC 2246: The TLS Protocol v1.0 January 1999 | Proposed
Standard
[HTTPTLS] IETF RFC 2817: Upgrading to TLS Within May 2000 Proposed
HTTP/1.1 Standard
IETF RFC 2818: HTTP Over TLS May 2000 Informational
[TLSEXT] IETF RFC 3546: TLS Extensions June 2003 Proposed
Standard
[AESTLS] IETF RFC 3268: AES Ciphersuites for TLS June 2002 Proposed
Standard
[LDAPAuUth] IETF RFC 2829: Authentication Methods for | May 2000 Proposed
LDAP Standard
[LDAPTLS] IETF RFC 2830: LDAPv3 Extension for TLS | May 2000 Proposed
Standard
[LDAPvV3] IETF RFC 3377: LDAP v3 Technical September Proposed
Specification 2002 Standard
[RFC2595] IETF RFC 2595: Using TLS with IMAP, June 1999 Proposed
POP3 and ACAP Standard
[SMTPTLS] IETF RFC 3207: SMTP Service Extension for | February 2002 | Proposed
Secure SMTP over TLS Standard
[GULS] ISO ISO/IEC 11586-1: Information 1996 International
technology -- Open Systems Standard
Interconnection -- Generic upper layers
security: Overview, models and notation
ISO ISO/IEC 11586-2: Information 1996 International
technology -- Open Systems Standard
Interconnection -- Generic upper layers
security: Security Exchange Service
Element (SESE) service definition
ISO ISO/IEC 11586-3: Information 1996 International
technology -- Open Systems Standard
Interconnection -- Generic upper layers
security: Security Exchange Service
Element (SESE) protocol specification
ISO ISO/IEC 11586-4: Information 1996 International

technology -- Open Systems
Interconnection -- Generic upper layers
security: Protecting transfer syntax
specification

Standard
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This table is (U)

Reference | Forum Standards Date Maturity
ISO ISO/IEC 11586-5: Information 1997 International
technology -- Open Systems Standard
Interconnection -- Generic upper layers
security: Security Exchange Service
Element (SESE) Protocol
Implementation Conformance Statement
(PICS) proforma
ISO ISO/IEC 11586-6: Information 1997 International
technology -- Open Systems Standard
Interconnection -- Generic upper layers
security: Protecting transfer syntax
Protocol Implementation Conformance
Statement (PICS) proforma
[OSISecArch] | ISO ISO/IEC 7498-2: Data Communication 1989 International
Networks — Open Systems Standard
Interconnection (OSI) — Security,
Structure and Applications — Security
Architecture for Open Systems
Interconnection for CCITT Applications
[ULSecModel] | ISO ISO/IEC 10745: Information July 1994 International
Technology — Open Systems Standard
Interconnection — Upper Layers Security
Model
[OSISecArch] | ITU-T CCITT X.800: Data Communication 1991 Final
Networks — Open Systems Recomm.
Interconnection (OSI) — Security,
Structure and Applications — Security
Architecture for Open Systems
Interconnection for CCITT Applications
[ULSecModel] | ITU-T ITU-T X.803: Information Technology | July 1994 Final
— Open Systems Interconnection — Recomm.
Upper Layers Security Model
[GULS] ITU-T ITU-T X.830: Information technology -- | April 1995 Final
Open Systems Interconnection -- Recomm.
Generic upper layers security:
Overview, models and notation
ITU-T ITU-T X.831: Information technology -- | April 1995 Final
Open Systems Interconnection -- Recomm.
Generic upper layers security: Security
Exchange Service Element (SESE)
service definition
ITU-T ITU-T X.832: Information technology -- | April 1995 Final
Open Systems Interconnection -- Recomm.

Generic upper layers security: Security
Exchange Service Element (SESE)
protocol specification
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This table is (U)

Reference

Forum

Standards

Date

Maturity

ITU-T

ITU-T X.833: Information technology --
Open Systems Interconnection --
Generic upper layers security:
Protecting transfer syntax specification

April 1995

Final
Recomm.

ITU-T

ITU-T X.834: Information technology --
Open Systems Interconnection --
Generic upper layers security: Security
Exchange Service Element (SESE)
Protocol Implementation Conformance
Statement (PICS) proforma

October 1996

Final
Recomm.

ITU-T

ITU-T X.835: Information technology --
Open Systems Interconnection --
Generic upper layers security:
Protecting transfer syntax Protocol
Implementation Conformance Statement
(PICS) proforma

October 1996

Final
Recomm.

This table is (U)

2.3.3.2.1.1.2.5 (U) Dependencies

(U) Neither cryptography nor security protocol development are discussed in detail in this
section. However, session security technologies have a similar dependency on them.
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2.3.3.2.1.1.3 (U) Web Services Security Technologies

(V) The future of application development for the GIG is expected to take a different direction
from past application layer development. The emphasis for GIG applications is expected to be
service-oriented architectures. And the primary focus for service-oriented application
development is the technology known as Web Services. Unfortunately, development security
technology for Web Services is still in its infancy.

2.3.3.2.1.1.3.1 (U) Technical Detail

(U) With the tremendous success of web browsing as the Internet’s second killer application,
pressure grew to leverage the success and ubiquity of the web for other purposes. Recognition
also dawned that while HTTP servers and dynamically generated HTML documents were
sufficient to allow humans users basic access to databases, they were not sufficient to enable
automated systems to access information in those same databases. This was a function of HTML
being optimized for specifying presentation rather than semantics. This led to the development of
the XML, which was optimized instead for identifying the semantics of data.

(V) In the late 1990s, the Simple Object Access Protocol (SOAP) was developed as a means to
allow XML objects to be requested and transferred over HTTP or a variety of other protocols.
SOAP provides an XML envelope consisting of a heading and body. The specification in SOAP
provides bindings between SOAP and HTTP so that SOAP transactions can take advantage of
the existing, ubiquitous HTTP infrastructure. Other bindings, such as to SMTP or other existing
protocols, are also possible but seldom seen. Services built to request and delivery specific data
using XML and SOAP have come to be known as Web Services.

(V) Developing security services as a common add-on to the web services framework offer
significant benefits over traditional layered application security development. Figure 2.3-5
contrasts the web services model with that shown previously for CMS and S/MIME. In the web
services framework a variety of service offerings can be provided through SOAP and HTTP.
Each service would benefit from the same security elements applied to the common SOAP
envelope. This form of security is called Web Services Security (WSS). Conceptually, WSS has
much in common with a reusable module, such as CMS, or session security services, such as
TLS. However, WSS has the potential to combine the best elements of both.
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Web Services Client Service Offerers

Application Layer
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Network Layer
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Figure 2.3-5: (U) Model for Web Services Security

(V) Different organizations are involved in developing standards and specifications for WSS.
The World Wide Web Consortium (W3C), the organization responsible for the original
development of both XML and SOAP, has contributed to the development of WSS by
introducing the XML Digital Signature (XML_DSIG) and XML Encryption (XML_ENC)
standards. These have the potential to become foundation standards for more advanced WSS
development. In competition with the W3C standards is the work of the American National
Standards Institute (ANSI). ANSI has developed an XML Cryptographic Message Syntax
(XCMS) which provides functions similar to XML_DSIG and XML_ENC, but does so by
applying a relatively simple XML wrapper to the existing IETF CMS wrappers. It is unclear at
this point which approach will dominate.

(U) The Organization for the Advancement of Structured Information Standards (OASIS) is
developing several standards that have the promise to contribute to WSS. These include SAML,
XACML, and WSS.

(U) Another significant WSS development is under way at the Web Services Interoperability
(WS-I) Organization. WS-1 is engaged in an effort to achieve commonality and interoperability
among web service components. WS-I has already released the WS-I Basic Profile for web
services and is continuing work on a draft Basic Security Profile for WSS.
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(U) Another contender in the WSS area is Liberty Alliance. They are focused on solving the
problem of cooperation between federated web services to provide secure operation where all of
the participants may not be part of the same organization or necessarily share a common security
policy. It is unclear how the Liberty Alliance work will ultimately affect the overall WSS effort.
Liberty Alliance has released three sets of standards that promise to have an impact on WSS.

e (U) The Identity Federation Framework (ID-FF) offers an approach for establishing a
standardized, multi-vendor, web-based SSO with federated identities based on commonly
deployed technologies

e (U) The Identity Web Services Framework (ID-WSF) is a set of specifications for
creating, using, and updating various aspects of identities

e (U) The Identity Services Interface Specifications (ID-SIS) define profiles for commonly
useful services, including a personal profile service (ID-SIS-PP) that provides basic
profile information such as contact information and an employee profile service (ID-SIS-
EP) that provides Employee's basic profile information.

2.3.3.2.1.1.3.2 (U) Maturity

(U) WSS standards are Emerging (TRLs 4 — 6). They are still under development and are not
ready for full scale deployment. Further, there are different standards competing for many of the
same functional requirements. It is not clear at this point which standards will succeed and in
what market segments. It is possible that some security standards will prove to be suited to
certain types of web service while others will better support different forms of web service. So
there is considerable risk in early adoption of any of these immature solutions.

2.3.3.2.1.1.3.3 (V) Standards
(V) Table 2.3-3 summarizes pertinent web services security standards discussed in this section.

Table 2.3-3:  (U) Web Services Security Standards
This table is (U)

Reference | Forum Standards Date Maturity
[XML] W3C XML Final

XML Schema Stable
[XML-DSIG] XML-DSIG Final
[XML-ENC] XML-ENC Final

XKMS Revision
[SOAP] SOAP Revision

WSDL Revision
[SAML] OASIS | SAML Stable
[XACML] XACML Revision

UDDI Revision

SPML Stable

XCBF Final
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This table is (U)
Reference | Forum Standards Date Maturity
XCBF Token Profile Final
[WSS] Web Services Security (WSS) Revision
WSS UsernameToken Profile Revision
WSS X.509 Certificate Token Profile Revision
Web Services Reliable Messaging Draft
ebXML Registry
ebSOA
WSDM
XrML (eXtensible Rights Management Draft
Language)
Web Application Security
Digital Signature Services
Security Services
Web Services Distributed Management
[WSI-SEC] WS- Basic Security Profile Security Scenarios Draft
Basic Profile Revision
ANSI ANSI X9.84 (XCBF) Final
[XCMS] ANSI X9.96 (XCMS)
ANSI X9.73 (CMS)
ITU-T ITU-T X.509
ISO 1SO 19092 (biometric formats) Draft
Liber ID-FF |
o |,
[ID-SIS] ID-SIS Revision
[ID-WSF] ID-WSF Revision
draft-lib-arch-soap-authn Draft
This table is (U)

2.3.3.2.1.1.3.4 (U) Dependencies

(U) Neither cryptography nor security protocol development are discussed in detail in this
section. However, web services security technologies have a similar dependency on them. It
should be noted that web services' exclusive focus on SOAP and XML narrow the range of
techniques used in security protocol development.
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2.3.3.2.1.2 (U) Real-Time Data Technologies

2.3.3.2.1.2.1 (U) FNBDT

2.3.3.2.1.2.1.1 (U) Technical Detail

(V) Future Narrowband Digital Terminal (FNBDT) is a group of signaling and cryptography
specifications designed to allow end-to-end secure communications using commercial
communications channels. FNBDT operates at the Application Layer (see Figure 2.3-6) and is
designed to operate over whatever transport method is available.

FNBDT
Pt Voice/Data
-7 Encryption
Layer 7 - Application
~o Fragmentation
Layer 6 - Presentation s o
A Reliable Transport
Layer 5 - Session SO
DR Framing
Layer 4 - Transport ‘
Layer 3 - Network
Layer 2 — Data Link
Layer 1 - Physical This figure is (U/FOUOQ)

Figure 2.3-6: (U) ENBDT Location in Network Protocol Stack

(U//FOUO) FNBDT specifications define the following aspects of secure voice and data
communication:

(U//FOUO) The signaling required to establish and maintain secure calls independent of
the transport network

(U//FOUO) A Minimum Essential Requirement (MER) mode which guarantees
interoperability between FNBDT-compliant devices

(U//FOUO) Key management for generating and maintaining compatible encryption keys
(U) Encryption algorithms

(U//FOUO) MELP (2400 bps) and G.729D (6400 bps) voice coders

(U//FOUO) Cryptographic synchronization management functionality

(U//FOUO) An escape mechanism enabling venders to implement proprietary modes.

(U//FOUO) Currently the FNBDT specifications specify only Type 1 encryption methods,
although the signaling is directly applicable to vendor-defined non-Type 1 applications. Multiple
vendors have introduced Type 1 and non-Type 1 products based on the FNBDT specifications.
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(U//FOUO) ENBDT provides the ability for products to operate in high Bit Error Rate (BER)
environments. Establishing an FNBDT channel involves an initial negotiation of capabilities
between endpoints, with the ability to select vendor proprietary modes if both endpoints have
compatible capabilities. Compatible operational modes, encryption algorithms, and key sets are
also selected during this initial exchange.

2.3.3.2.1.2.1.2 (U) Usage Considerations

2.3.3.2.1.2.1.2.1 (V) Implementation Issues

(U/IFOUO) The FNBDT signaling protocol at the Application Layer has proved to be a
successful method of providing security for voice systems. While the FNBDT protocol is not
oriented toward a packet-based system, it does not inherently prohibit operating with such a
system. FNBDT is a streaming protocol that defines a constant-rate bitstream. For voice
applications, this bitstream is either 2400 bps or 7200 bps. As long as the receiving end of the
communication link can receive the bits and reformat them into the same constant-rate bitstream
that was presented to the network at the transmit end of the link, the FNBDT signaling protocol
will be adequate for secure voice applications.

(V) Packet-based transport systems present unique challenges for streaming protocols such as
FNBDT. The following list identifies several sources of degradation introduced by packet-based
systems and evaluates the tolerance of the FNBDT signaling protocol to these degradation
sources.

(U//FOUO) Packet latency. This refers to the network delay in transporting bits from one end to
the other. Two-way real-time applications such as voice conversations are negatively affected by
total delay times that are perceptible to the user, typically in the 0.5 sec range. Because there are
other sources of delay in the system besides packet transport time, the delay introduced by packet
transport must be significantly less than this. The FNBDT protocol is not inherently affected by
increased packet latency, although of course the regenerated speech at the receiving end of the
link will be delayed accordingly.

(U//FOUO) Packet jitter. Packet jitter refers to the difference in time required to transport
packets, as opposed to the absolute delay (packet latency). Streaming protocols such as FNBDT
are required to maintain a constant-rate output even when the network transport mechanism
results in packets arriving at different times. This is typically resolved by buffering at the receive
end of the link. Packets are fed into the buffer at varying times as they arrive, but are read out of
the buffer at the constant (streaming) rate required by the application, a process shown in Figure
2.3-7. The buffer must be able to accommodate the largest potential jitter, and therefore the net
result of this arrangement is that the received signal is delayed enough to account for the largest
potential jitter. This delay is in addition to the delay introduced by packet latency. As with packet
latency, the FNBDT protocol is not inherently affected by increased jitter.
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Bursty Input Buffer length > Expected Packet Jitter

> Buffer Average Buffer Latency =
|:| |:| % Buffer Length
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Constant Rate Output

This figure is (U)

Figure 2.3-7: (U) Packet Jitter Mitigation Process

(V) Packet loss. Packets may be lost during the transport process, resulting in missing data at the
receiver. In the case of secure applications, missing data invariably leads to loss of cryptographic
synchronization. Any subsequent data received and decrypted will be garbled until cryptographic
synchronization is re-established. This potentially devastating situation is mitigated by the
FNBDT signaling protocol, which includes embedded cryptographic synchronization
information periodically in the transmitted bitstream. This cryptographic re-synchronization
information occurs every 320 msec for G.729D speech and every 540 msec for MELP speech.
The potential impact of individual lost packets is therefore a short (0-500 msec) section of
garbled speech during a conversation. Periods of sequential lost packets will result in
appropriately long periods of missing or garbled speech, with a 0-500 msec period for re-
establishing cryptographic synchronization when the packets begin arriving again.

(V) Packet re-ordering. Some packet transport systems have the capability to use different paths
for transporting packets, resulting in the potential for packets to arrive out of order. Often the
transport system has the capability to rearrange the received packets to the correct order before
presenting them to the upper layers, resulting in packet jitter rather than actual ordering errors in
the bitstream. If, however, information is presented to an FNBDT receiver with segments out of
order, the out-of-order segments will result in random (garbled) information. The length of any
such garbled data will depend on the packet size. Since speech applications will likely keep
packets small in order to reduce latency, the period of speech degradation will likewise be small.
Packet re-ordering issues lead to cryptosync loss with appropriate recovery periods as described
in the previous paragraph.

(U//FOUO) Packet bit-errors. Uncorrected bit errors within transmitted packets will have the
same effect as bit errors in a circuit switched network. The FNBDT protocol was designed for
relatively high bit-error rate environments (~2%) and includes automatic retransmission
capabilities for those portions of the signaling which must arrive error-free. Once a secure call is
established, the speech algorithms themselves are extremely tolerant to random bit errors.
Individual bit errors seldom result in noticeable degradation to the received speech. FNBDT
traffic modes use crypto methods that do not result in bit error extension, meaning that single bit
errors in the received ciphertext do not extend to multiple bit errors in the decrypted plaintext.
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2.3.3.2.1.2.1.2.2(U) Advantages

(U//FOUO) ENBDT is an end-user to end-user protocol. Information is encrypted at the
transmitting end-user where traffic is generated and is never decrypted until it arrives at the
receiving end-user where the traffic is consumed. User data is protected through whatever
network and across whatever communication channels might be traversed. Where gateways are
required to deliver bits from one protocol stack to another (e.g., VoIP to PSTN) user data
remains encrypted as it traverses the gateway.

(U/IFOUO) The FNBDT protocol provides inherent transport reliability (Ack/Nak with
retransmission) for signaling messages. VVoice modes operate without any underlying
retransmission protocol to reduce latency. Data modes are defined with and without
retransmission to allow increased throughput (Guaranteed Throughput mode) or increased
reliability (Reliable Transport mode) as required for specific applications. The frame structure
for signaling transport reliability and Reliable Transport data mode is shown in Figure 2.3-8.

FNBDT Capabilities Message shown as example
2 2 2 1 1 8 2 2 2 2 2 3 1
MID [message [message Init |Sig Plar] ID Oper 1'st Keysety 1st 1st 1st keyset
message length | version neg | version modes Oper. length | keyset| keyset arameters
0x0002 length mode type length
PR PN \
- 1 - Y |
Ay - A - A 1
1 13 2 A 1 13 ’,2*’ 4 1 13, 1 2 4
Jiabl block CRC | FEC block CRC | FEC block CRC | FEC
reliable count count count
transport n 1 2
Trell 13-octetblock_J P
RN 20-octet FNBDT frame 7
-3 min 60 -2
SOM Capabilities EOM
framing
< FNBDT frame group ;l
This figure is (U/FOUO)

Figure 2.3-8: (U//FOUO) FNBDT Frame Structure for Signaling Reliability and Reliable
Transport Data Mode

(U//FOUO) An inherent strength of the FNBDT protocol is its ability to maintain cryptographic
synchronization for secure voice applications throughout signal fading and high BER
environments. Without this ability, the application data would continually need to be interrupted
to resynchronize the cryptography as data is lost or corrupted, leading to annoying gaps and
artifacts in encrypted speech.
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(U//FOUO) Synchronization is accomplished by periodically embedding information in the
transmitted bitstream. This allows the receiver to resynchronize the cryptography without using
channel resources other than the periodic embedded information. When the MELP vocoder has
been selected, the FNBDT specifications define both a Blank and Burst mode where
cryptographic resynchronization information replaces every 24th vocoder frame as indicated in
Figure 2.3-9, and a Blank without Burst mode where all vocoder frames are transmitted. The
Blank and Burst mode results in no additional overhead for the embedded resync information,
which occur every 540 msec and results in a composite bitstream of 2400 bps.

54

54

54

54

54

Sync
Mgt

Encrypted Speech
Frame #1

Encrypted Speech
Frame #2

Encrypted Speech
Frame #3

Encrypted Speech
Frame #22

Encrypted Speech
Frame #23

N MELP frame

AN (22.5 msec speech)

MELP frame

(22.5 msec speech)

N, Two MELP frames per codebook cycle

16 16 14 8\

PN Partial Long Short
OX7AC8 Component Component

This figure is (U/FOUO)

Figure 2.3-9: (U//FOUO) FNBDT 2400 bps MELP Blank and Burst Superframe Structure

(U//FOUO) When the G.729D vocoder has been selected, cryptographic resynchronization
information is inserted every 8th vocoder frame as shown by Figure 2.3-10. This allows the
cryptography to resynchronize every 320 msec and results in a composite bitstream of 7200 bps.
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~
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Short
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Sync | Encrypted Speech | Encrypted Speech | Encrypted Speech Encrypted Speech | Encrypted Speech
Mgt Frame #1 Frame #2 Frame #3 Frame #7 Frame #8
N // ____________
SN o S
S 716 8 64 64 64 T4
N
\\\ PN G.729D frame G.729D frame G.729D frame G.729D frame
\\\ Ox5E26 (10 msec speech) [ (10 msec speech)|(10 msec speech) | (10 msec speech)
~
~
S L
AN Low-order 8 bits of Short Component Two G.729D frames

per codebook cycle

This figure is (U/FOUO)

0x7AC8

PLC Coun}f

Figure 2.3-10: (U//FOUQ) FNBDT 7200 bps G.729D Superframe Structure

(U//FOUO) ENBDT is particularly useful in high BER environments where channels are likely
to fade and where low latency, real-time encrypted speech and data applications are required.
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(U//FOUO) The FNBDT protocol is transport-independent in that it is designed to operate over
whatever lower-layer protocols might be available. Within constraints applicable to specific
applications (timeouts, speech delay, etc.) the FNBDT protocol can operate over any channel
capable of transporting bits between two end-user terminals. FNBDT terminal vendors have
implemented products utilizing PSTN, ISDN, GSM, CDMA, Iridium satellite, digital radio, and
other channel types for data transport.

2.3.3.2.1.2.1.2.3(U//[FOUO) Risks/Threats/Attacks

(U//FOUO) Since the FNBDT protocol operates at the Application Layer in the network protocol
stack, risks associated with lower protocol layers are not addressed. Issues such as Traffic Flow
analysis, LPI/LPD, and DoS must be dealt with outside the bounds of the FNBDT protocols.

2.3.3.2.1.2.1.3 (U//FOUO) Maturity

(U//FOUO) The FNBDT protocol is Mature, in the sense that products have been implemented
and deployed for several years. Users have real-world experience with FNBDT products—both
wired and wireless. Additional modes and features will continue to be added to the
specifications, but the basic interoperable FNBDT modes are mature and will continue to exist
for some time into the future. The TRL of the basic FNBDT bitstream definition is 9 (Mature -
products deployed in operational mission conditions).

(U//FOUO) Application of the FNBDT protocol to IP-based transport is less mature. Although
different vendors are working to apply FNBDT technology to IP networks, there are currently no
interoperable standards for this specific application. The TRL for using FNBDT over IP
networks is currently estimated at 4 (Emerging - breadboard validation in lab environment).

2.3.3.2.1.2.1.4 (U) Standards
(U//FOUO) The FNBDT protocols are defined by the standards listed in Table 2.3-4:

Table 2.3-4: (U) FNBDT Standards
This table is (U//FOUQ)

Name Description
FNBDT-210 This unclassified specification defines the signaling requirements for FNBDT
(Signaling Plan) operational modes. A secure overlay capable of interoperation with FNBDT

compatible equipment on various similar or disparate networks is defined. Since
the various networks will often have different lower-layer communications
protocols, the FNBDT secure overlay specification specifies the higher-layer end-
to-end protocols only. Appendices to this specification define operation using
specific networks.

FNBDT-230 This classified specification outlines details of the cryptography defined for
(Cryptography FNBDT. Issues such as key generation, traffic encryption, and compromise
Specification) recovery are specified in sufficient detail to allow interoperable implementation.
Proprietary The FNBDT signaling and cryptography specifications define interoperable
extensions branch points allowing vendors to implement proprietary modes. This allows

vendors to take advantage of the basic FNBDT structure to add modes fulfilling
specific needs. Legacy FNBDT implementations have used these branch points to
implement custom cryptographic modes. Details of such modes are contained in
vendor proprietary specifications.
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This table is (U//FOUQ)

Name Description

Other specifications | Other interoperable FNBDT specifications have been suggested and are currently
under consideration by the FNBDT Working Group. These additional documents
would provide interoperable ways of implementing additional features such as
non-Type 1 operation and key management.

This table is (U//FOUQ)

2.3.3.2.1.2.1.5 (U) Cost/Limitations

(U//FOUO) Although the FNBDT protocol is a good choice for solving many speech-related
security issues, there are limitations with this protocol as well. Potential limiting factors that
must be considered when evaluating FNBDT as a candidate protocol for solving security
problems include:

e (U//FOUOQ) Point-to-point operation. The current definition of FNBDT includes point-to-
point operation only. There are no provisions in place for multi-user conferencing or net
broadcast capabilities. The FNBDT Working Group is currently active in defining net
broadcast modes and Pre-Placed Key (PPK) methods allowing multiple users to decrypt a
common encrypted bitstream.

e (U/IFOUOQ) Voice coders. The FNBDT specifications currently define two voice coders;
2400 bps MELP and 6400 bps G.729D. FNBDT-compatible speech equipment must
include one of these vocoders in order to interoperate with FNBDT equipment provided
by other vendors.

e (U/IFOUOQ) Legacy interoperability. FNBDT equipment is not compatible with other
types of secure voice equipment. Specifically, the older generation STU-I11 devices that
have been widely deployed throughout the world during the past 20 years are not
compatible with the cryptography, speech coders, or wireline modems used by FNBDT
equipment.

e (U//FOUOQ) Establishing a channel. FNBDT is defined as an application layer technology
that provides the encrypted bitstream to transfer between two endpoints. The details
regarding how the digital channel is established between these two endpoints is left
outside the scope of the FNBDT specifications. As a result, potential users must be aware
of channel establishment procedures to make sure this process is successful outside the
bounds of FNBDT.

e (U//FOUOQ) Trusted platform requirement. Application Layer security methods are not
suitable for operation using general purpose computing equipment. FNBDT and other
Application Layer security approaches require trusted hardware to support separation
requirements.

2.3.3.2.1.2.1.6 (U) Dependencies

(U//FOUO) FENBDT cryptography specifications depend on terminals containing appropriate key
material. The necessary key material is supplied by the Government's Electronic Key
Management System (EKMS).
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(U//FOUO) The call control process (call establishment, maintenance, teardown, etc.) is not
defined by the FNBDT protocol. These processes, which are a necessary part of a successful
FNBDT voice or data call, must occur outside the scope of the FNBDT specifications.

2.3.3.2.1.2.1.7 (U) Alternatives

(U//FOUO) The most widespread alternative to FNBDT secure speech systems continues to be
the STU-I111 terminals. These devices, which are based on approximately 20-year old technology,
are no longer produced but are so pervasive throughout the Government that they continue to be
a factor in secure speech system decisions. The Government expects to continue producing key
material to support these terminals through the GIG 2008 Vision timeframe.

(U//FOUO) Other tactical and strategic secure voice system terminals exist in lower quantities.
Systems such as Advanced Narrowband Digital VVoice Terminal (ANDVT), MSE, etc. are also
relatively dated but continue to provide acceptable quality encrypted speech communications for
certain specific applications.

(U/IFOUO) Depending on specific operational requirements, a speech channel could be
protected at the IP layer (e.g., HAIPE) rather than the Application Layer. This approach, referred
to as VVoice over Secure IP rather than Secure Voice over IP, provides an alternative to the
FNBDT Application Layer protection approach for user environments where separation within
an enclave is not a consideration.

2.3.3.2.1.2.1.8 (U) Complementary Techniques

(U//FOUO) Any given user situation may require a combination of technologies in order to meet
all operational requirements. For example, the FNBDT protocol may provide confidentiality at
the Application Layer, but does nothing toward meeting any potential Traffic Flow Security or
TRANSEC requirements at the lower layers. Additional technologies will often need to be used
in combination with the FNBDT protocol in order to meet all applicable security requirements.
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2.3.3.2.1.2.2 (V) Interoperability/Gateways

2.3.3.2.1.2.2.1 (U) Technical Detail

(U//FOUO) Interoperability is an important GIG consideration, both from enclave to enclave
within the GIG and from GIG resources to infrastructure external to the GIG. Gateways provide
the necessary interworking and protocol stack adaptation to provide this interoperability.

(V) Gateways adapt the communication needs of different networks such that user data can be
sent from one to another. Gateways can be described as relay devices; that is, they relay user
traffic from one protocol stack to another.

(U) Gateways can be grouped according to the specific functions they perform. Some are
signaling gateways that adapt the call control and other signaling needs of a particular network to
the signaling needs of a different network. Some are media gateways that adapt user speech from
one form to another. Signaling and media functions can be combined such that a common device
provides both functions.

(U//FOUO) Within the GIG architecture, gateways will be necessary both for providing
interoperability between different vendors VolP implementations and for providing
interoperability between packet-switched and circuit-switched networks.

(V) Figure 2.3-11 illustrates the protocol stacks associated with a typical Media Gateway (MG)
included with a VVolP system for interoperation with legacy PSTN networks. This MG provides a
termination point for the IP, UDP, and RTP layers, as well as providing a transcoder function.
The result is audio speech that can be routed to the PSTN.

.1 kHz Audi
Transcoder
RTP
UDP
IP
Link
Physical PSTN
This figure is (U)

Figure 2.3-11: (U) Media Gateway Protocol Stack Illustration

(U//FOUO) Tactical networks within the GIG may also include gateway functionality to allow
interoperation with other systems. Like the commercial VVoIP gateways, these tactical versions
contain a protocol stack appropriate to the specific tactical network on one side and a protocol
stack appropriate to the target network on the other.
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(U/IFOUO) Although gateways will remain a necessary part of the infrastructure, it is important
that secure system architectures are designed so that gateways remain Black. This means that
although the gateways may remove or adapt network protocol stack layers, they must not be
expected to decrypt user traffic. User traffic must remain encrypted as it traverses the gateway—
resulting in true end-user to end-user encryption.

2.3.3.2.1.2.2.2 (U) Usage Considerations

2.3.3.2.1.2.2.2.1(U) Implementation Issues

(U) Legacy PSTN-based secure voice systems transport bits using a commercial wireline modem
to modulate digital traffic over the analog PSTN. In order for secure VVoIP terminals to
interoperate with these legacy systems, the gateway must provide a compatible modem function
on the PSTN side. Although commercial VolP systems today have recognized the need for
PSTN Interworking and have included the Media Gateway functionality, there is no commonly
recognized need to include the modem function in this gateway.

(U/IFOUO) Therefore, non-standard gateways are required to allow interworking between secure
VolP systems and legacy secure PSTN-based systems. Although gateways containing this
functionality have not been identified as a requirement in commercial VVoIP systems, it is
important to point out that implementation and maintenance of such a gateway does not
necessarily need to be carried out by the same vendor that supplies the basic VVolIP system. A
system integrator having access to the IP network on one side and the PSTN on the other could
insert the required gateway independent of the other infrastructure.

(U//FOUO) The functionality associated with a secure VVolP gateway is shown in Figure 2.3-12.

FNBDT-
VolP
Terminal VolIP Gateway FNBDT

- VolP Supporting FNBDT Terminal
L Server
Analog 6
PBX e
= B °°
Black VolP

PBX

-
L

FNBDT

FNBDT-
VolP
Terminal

RTP
UDP
IP
Link

Physical V.xx modem

(Abstract Protocol Stack)

This figure is (U/FOUO)

Figure 2.3-12: (U//[FOUOQ) Secure Voice Gateway Functionality
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2.3.3.2.1.2.2.2.2(U) Advantages

(V) Gateway technology allows interoperation in at least two areas that would not be possible
without gateways:

e (U) Operation with legacy equipment on circuit-switched networks
e (U) Operation with different technologies within the same user environment

2.3.3.2.1.2.2.2.3 (V) Risks/Threats/Attacks

(U//FOUO) The basic risk associated with Black gateway technology is DoS. If an adversary can
gain access to the control mechanisms of the gateway, traffic channels can be blocked such that
users can be kept from using them. There is no additional risk associated with the confidentiality
of the user data since it is not decrypted at the gateway.

2.3.3.2.1.2.2.3 (U) Maturity

(U) Commercial signaling and media gateways are Mature (TRLs 7 — 9) and exist for solving
specific problems within specific bounds. For instance, the gateway technology associated with
interoperating standard non-secure calls between VolP systems and the PSTN is well understood
and has been implemented in many forms.

(U//FOUO) However, the non-standard variations required for secure voice systems are
Emerging (TRLs 4 — 6). Commercial vendors have not seen a business case for defining and
implementing gateways containing modem functionality as will be required for secure voice
interoperation.

(U//FOUO) Commercial VolP systems on system-high networks are Mature (TRL 9 - successful
mission operations). Secure Voice variants are Emerging (TRL 5 -breadboard evaluation in
relevant environment).

2.3.3.2.1.2.2.4 (V) Standards
(V) The following standards are used for gateway control in VoIP systems:

e (U) MEGACQO, also referenced as Gateway Control Protocol (GCP). RFC 3525, formerly
RFC 3015. Also published by the ITU-T as Recommendation H.248.1

e (U) Media Gateway Control Protocol (MGCP), RFC 3435.

2.3.3.2.1.2.2.5 (U) Cost/Limitations

(U//FOUO) Use of commercial media gateways is a cost-effective approach for VolP systems
that provide security by residing on system-high networks. For VVoIP systems that require
FNBDT security there are at least two options to provide the necessary gateways:

e (U/IFOUOQ) Dedicated special-purpose gateway that leaves out the transcoder function
and includes the modem function

e (U//FOUO) Modifications to commercial gateways to allow a client to bypass the
transcoder in the gateway and route the information through a modem instead
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(U/IFOUO) Either of these options will result in additional complexity and associated cost.

2.3.3.2.1.2.2.6 (U) Dependencies

(U//FOUO) Gateway technology is highly dependent on the specific systems a particular
gateway is providing interoperability between. A gateway is designed to be completely
compatible with a particular system on each side. If a third system is introduced into the
architecture, it is highly likely that a separate gateway will be required.
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2.3.3.2.1.2.3 Secure Voice over IP

(U/IFOUO) Secure VolP technologies described here secure the voice bearer, or user voice
packets. Secure VoIP call or session control used to establish calls is addressed in section
2.3.3.2.2.2.1.

2.3.3.2.1.2.3.1 (U) Technical Detail
(U//FOUO) Security technologies considered for VVoIP voice packets include:

e (U) Secure Real-Time Protocol (SRTP)
e (U//FOUO) FNBDT over RTP

e (U//FOUO) Secured voice, such as FNBDT, over V.150 Modem Relay Simple Packet
Relay Transport protocol (SPRT).

(U//FOUO) A brief introduction to the VVolP technology is presented before a description of
potential security technologies. (VolP call control is described in section 2.3.3.2.2.2.1.) VoIP
architectures typically include control planes to set up VolIP calls and execute network services.
They also include bearer planes used to transfer voice packets between users after the call has
been established. H.323 and SIP are the leading protocol systems used for VVolP call control.
Other notable VolP protocols, specifically MGCP and GCP/H.248/MEGACO reside between
control and bearer planes. They are used when VoIP-PSTN Gateways and Multimedia
conference units are decomposed into Media Gateway Controllers (MGCs) and Media Gateways
(MGs). MGCs use protocols such as MGCP to control the bearer path through MGWs.

(U//FOUO) QoS protocols and systems, such as RSVP and DiffServ, are complementary
technologies needed to support VolIP services, but are not call control protocols themselves. QoS
should be established or negotiated outside of the voice bearer plane as part of the overall call set
up process, and subsequently applied to the actual voice stream packets. Security mechanisms
are needed to protect QoS mechanisms, but such are outside the scope of this section.

(U) RTP is used in all common VolP systems to transport voice packets between users. A closer
look at RTP follows.

2.3.3.2.1.2.3.1.1(U) RTP and RCTP Overview

(V) Real-Time Transport Protocol is designed to transport real-time applications over IP
networks. RTP runs in conjunction with RTCP (RealTime Control Protocol), which provides
feedback to applications about the quality of the media transmission.

(U) RTP provides time-stamping and Sequence Numbering of the Multimedia packets to enable
synchronization of a received media stream. As shown in Figure 2.3-13, RTP, along with RTCP,
reside on UDP. Reliability mechanisms such as re-transmits are not included since latency and
jitter are more important to voice quality than bit errors or occasional voice packet losses. A
description of the fields within the RTP header follows the figure.
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Figure 2.3-13: (U) Real-Time Protocol
(V) Version (V): 2 bits - This field identifies the version of RTP. The current version is two (2).

(V) Padding (P): 1 bit - If the padding bit is set, the packet contains one or more additional
padding octets at the end that are not part of the payload. Padding may be needed by some
encryption algorithms with fixed block sizes or for carrying several RTP packets in a lower-layer
protocol data unit.

(V) Extension (X): 1 bit - If the extension bit is set, the fixed header is followed by exactly one
header extension.

(U) CSRC count (CC): 4 bits - The (CSRC) count contains the number of CSRC identifiers that
follow the fixed header. CSRCs are media contributors that reside behind a conference unit.

(U) Marker (M): 1 bit - The interpretation of the marker is defined by a profile. It is intended to
allow significant events such as frame boundaries to be marked in the packet stream. A profile
may define additional marker bits or specify that there is no marker bit by changing the number
of bits in the payload type field.

(V) Payload type (PT): 7 bits This field identifies the format of the RTP payload and determines
its interpretation by the application. A profile specifies a default static mapping of payload type
codes to payload formats. An RTP sender emits a single RTP payload type at any given time;
this field is not intended for multiplexing separate media streams.

(U) Sequence number: 16 bits - The sequence number increments by one for each RTP data
packet sent. This number can be used by the receiver to detect packet loss and to restore packet
sequence. The initial value of the sequence number is random (unpredictable) to make known-
plaintext attacks on encryption more difficult, even if the source itself does not encrypt, because
the packets may flow through a translator that does.
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ags1 (U) Time-stamp: 32 bits - The time-stamp reflects the sampling instant of the first octet in the
a2 RTP data packet. The sampling instant must be derived from a clock that increments
ags3  monotonically and linearly in time to allow synchronization and jitter calculations.

agsa  (U) SSRC: 32 bits - The Synchronization Source Real-time Content (SSRC) field identifies the
agss  synchronization source. This identifier is chosen randomly, with the intent that no two
agss  Ssynchronization sources within the same RTP session will have the same SSRC identifier.

ass7  (U) CSRC list: 0 to 15 items, 32 bits each - The Contributing Source Real-time Content (CSRC)
agss  list identifies the contributing sources for the payload contained in this packet.

asso  (U) RTCP runs in conjunction with RTP. Receiving participants send periodic information, using
as90  RTCP, back to the originating source to convey quality information about the received data.
asin  RTCP provides the following services:

4892 e (V) Quality Monitoring and Congestion Control — This is the primary function of RTCP,
4893 and it provides feedback to senders about the quality of the connection. The sender can
4894 use this information to adjust transmission. Also, third party monitors can use the

4895 information to access network operation.

4896 e (U) Source Identification — The source field in the RTP header is a 32 bit identifier,

4897 randomly generated, and not user friendly. RTCP provides a more user friendly

4898 identification of the 32 bit RTP source field by providing a global identification of

4899 session participants. This information is typically, user name, telephone number, email
4900 address, etc.

4901 e (U) Inter-Media Synchronization — RTCP sends information that can be used to

4902 synchronize audio and video packets.

4903 e (U) Control Information Scaling — As the number of participants increase, the amount of
4904 control information must be scaled down to allow sufficient bandwidth for the RTP

4905 channels. This is done by the RTP protocol by adjusting the RTCP generation rate.

4906 Typically, the control bandwidth is limited to 5% of the RTP traffic.

a907  (U//FOUO) Each RTCP packet begins with a fixed part similar to that of RTP data packets,

a0s  followed by structured elements that may be of variable length according to the packet type. The
a900  alignment requirement and a length field in the fixed part are included to make RTCP packets
a010  Stackable. Multiple RTCP packets may be concatenated without any intervening separators to
a011  form a compound RTCP packet that is sent in a single packet of the lower layer protocol, such as
a012  UDP. There is no explicit count of individual RTCP packets in the compound packet since the
a013  lower layer protocols are expected to provide an overall length to determine the end of the

a014  compound packet.
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(U/IFOUO) Figure 2.3-14 displays the format of one of the five RTCP messages—the RTCP
Send Report. RTP receivers provide reception quality feedback using RTCP report packets
which may take one of two forms depending upon whether or not the receiver is also a sender.
The only difference between the sender report (SR) and receiver report (RR) forms, besides the
packet type code, is the sender report includes a 20-byte sender information section active
senders can use.

(U/IFOUO) It is expected that reception quality feedback will be useful not only for the sender
but also for other receivers and third-party monitors. The sender might modify its transmissions
based on the feedback. Receivers can determine whether problems are local, regional or global.
Network managers can use profile-independent monitors that receive only the RTCP packets and
not the corresponding RTP data packets to evaluate the performance of their networks for
multicast distribution.

\Y% P RC | PT=SR=200 Length RTCP Header
8 Octets

SSRC of Sender

NTP Timestamp — Most Significant Word

NTP Timestamp — Lease Significant Word

. nder Inf
RTP Timestamp >— Sende 0

20 Octets

Sender’s Packet Count

Sender’s Octet Count

SSRC_1 (SSRC of first source) <

fraction lost cumulative number of packets lost

extended highest sequence number received Report Block 1

interarrival jitter 24 Octets

last SR (LSR)

delay since last SR (DLSR)

SSRC_2 (SSRC of second source) Report Block 2
24 Octets

Profile Specific Extensions

V = Version, now 2 RC = Reception Report Count Source RFC 1889
P = Padding PT = Payload Type e )
This figure is (U)

Figure 2.3-14: (U) RTCP Sender Report Format- Sender Report (SR)
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(V) Secure RTP (SRTP) and Secure RTCP (SRTCP) per RFC 3711

(U//FOUO) SRTP/SRTCP are used to protect the RTP/RTCP protocols. SRTP supports both IP
unicast and multicast communications. SRTP is a commercial security system and no type 1
versions are available. Therefore, SRTP can be used within a security domain, but without
further development is not advised to use to secure voice traffic across separate security
environments. Therefore, another lower layer protocol, such as IPsec, should be used to transport
secure voice across security domains.

(U//FOUO) Secure RTP is used to authenticate and protect RTP headers and payloads. It is
defined as an extension to the RTP Audio/Video profile per RFC 3551. Each SRTP stream is
organized around cryptographic contexts that senders and receivers use to maintain
cryptographic state information. The cryptographic context is uniquely mapped to the
combination of:

e (U) The destination IP address
e (U) The destination port

e (U) The SSRC (as seen in the RTP header).

(U//FOUO) SRTP session keys are cryptographically derived per the RFC from master keys and
salt keys that are initialized via key management. The salt keys are updated per the RFC for use
in subsequent session key derivations. The session keys are then applied to the voice media
stream to provide encrypted voice.

(U//FOUO) SRTP does not define or mandate a specific key management protocol. However, it
does place requirements and considerations on the key management system. These
considerations are described in the dependencies section below.

(U) The SRTP Protocol

(U//FOUO) Figure 2.3-15 illustrates the format of SRTP.

(U//FOUO) As can be seen from Figure 2.3-15, the SRTP format uses the RTP header and RTP
payload, followed by the SRTP MKI and Authentication tag fields. The entire SRTP packet is
authenticated while the RTP payload and SRTP MKI and authentication tags are encrypted.

(U//FOUO) The optional SRTP MKI (Master Key ldentifier) field identifies the master key used
in the session. It does not indicate cryptographic context. The MKI is defined and distributed by
the key management system.

(U//FOUO) The SRTP authentication tag is used to carry message authentication data. The tag
provides authentication of the RTP header and payload and indirectly provides replay protection
by authenticating the RTP sequence number. The tag is recommended for use by the RFC.
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0

31

V|P|X|CC|M|PT|

Sequence Number

Time Stamp

Synchronization Source ID - SSRC

Contributing Source ID - CSRC

Encrypted

Voice Bits

RTP Padding [RTP pad count

Portion

SRTP MKI (optional)

Authentication tag (recommended)

i V = Version, now 2
*For one Audio Source, 0 Octets P = Padding

X = Extension

CC = CSRC Count
M = Marker
PT = Payload Type

>

Authenticated
Portion

Source RFC 1889

This figure is (U)

Figure 2.3-15: (U) SRTP Format

(U) The SRTCP protocol:

(U//FOUO) Figure 2.3-16 illustrates the format of SRTCP:

15

31

VI[P RC

PT=SR or RR

Length

SSRC of Sender

Sender Info

Report Block(s)

PT=SDES

Length

SSRC/CSRC_1

Encrypted <
portion

SDES items

SRTCP index

SRTCP MKI (OPTIONAL)

Authentication tag

>

J

Authenticated
portion

This figure is (U)

Figure 2.3-16: (U) SRTCP Format
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(U/IFOUO) As can be seen from Figure 2.3-16, the SRTCP format uses the RTCP header and
RTCP payload reports, followed by the SRTP ‘E’, SRTCP index, SRTPC MKI, and
Authentication tag fields. The entire SRTCP packet is authenticated while the RTCP payload is
encrypted along with SRTCP specific fields. (Note that Figure 2.3-16 shows a generalized
representation of the RTCP reports, but this does impact the discussion of SRTCP fields.)

(U//FOUO) The “E’ field is a one-bit flag that indicates if the current RTCP packet is encrypted.

(U//FOUO) The SRTCP index is a 31-bit counter for the SRTCP packet. It is initially set to zero
before the first SRTCP is sent and incremented by one after each SRTCP packet. It is not reset to
zero after a rekey event to help provide replay protection.

(U//FOUO) The optional SRTCP MKI field indicates the master key used to derive the session
key for the RTCP context.

(U//FOUO) The SRTCP authentication tag is used to carry message authentication data. The tag
provides authentication of the RTCP header and payload. The tag is recommended for use by the
RFC.

(U) Encryption algorithms

(U//FOUO) SRTP calls out AES in counter mode for encryption and HMAC-SHA1 for message
authentication and integrity. The RFC explicitly states that any transforms added to SRTP must
be added with a companion standard track RFC that exactly defines how the transform is used
with SRTP.

(U) ENBDT over RTP

(U/IFOUO) The second technology considered for secure voice is to create an RTP payload type
for FNBDT type 1 secured voice. Please refer to section 2.3.3.2.1.2.1 for a description of
FNBDT. The new RTP profile is defined to support both FNBDT signaling and data. This
FNBDT media type needs to be identified and negotiated between clients within the GIG VolIP
call control architecture. The RTP protocol field described above contains a GIG unique payload
value indicating FNBDT to GIG users. In such a scenario, a client could start a clear voice call
using an Internet Assigned Numbers Authority (IANA) standard RTP payload type (voice codec)
and then use call control signaling to transition to the FNBDT profile.

(U//FOUO) Note that certain FNBDT modes add overhead to the clear voice codec approaches
in order to maintain crypto-synchronization. Differences in network resource requirements when
transitioning between clear and secured FNBDT voice would need to be accounted for in the
GIG QoS architecture.

(U) Secured voice, such as FNBDT encryption, over V.150.1 Modem Relay

(U//FOUO) Secure voice, such as FNBDT encryption, over V.150.1 modem relay applies type 1
secured voice over a commercial standard real-time transport mechanism for data. Please refer to
section 2.3.3.2.1.2.1 for a description of FNBDT. The following is a brief overview of VV.150.1
modem relay.
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(U//FOUO) ITU specification V.150.1 Modem Relay, hereafter referred to V.150.1 MR, is a
VoIP-PSTN gateway feature. It is designed to allow the successful transfer of data from a
modem on a circuit network, through a PSTN-VoIP GW and across an IP network, through a
second VoIP-PSTN GW and back onto a second modem over circuit network. FNBDT secure
voice over V.150.1 MR exploits the V.150.1 SPRT protocol as illustrated in Figure 2.3-17
below.

VolP Gateway FNBDT
Supporting V.150.1 MR Terminal

FNBDT VolP
Terminal
Ueal ‘

FNBDT Secured wice| Voice codecs| SSE

SPRT RTP FNBDT Secured wice
UDP wice V.xx modem

P circuit

This figure is (U/FOUO)

Figure 2.3-17: (U//FOUO) FNBDT over V.150.1 Modem Relay

(U//FOUO) V.150.1 supports several modes that allow a user to multiplex between voice and
data transport. As can be seen from Figure 2.3-17, V.150.1 enables clear voice and the V.150.1
defined State Signaling Protocol to be carried over RTP. SSE is used to transition between voice
and modem data transport modes at a V.150.1 PSTN-VolP GW. As such, State Signaling Event
(SSE) instructs the GW to initiates a V.xx modem on the circuit network in preparation of
making a voice to data transition. Data bearer, however, is carried over the IP network with the
V.150.1 Simple Packet Relay Transport protocol, SPRT. SPRT is placed on UDP and includes
both reliable and transparent sequenced modes. FNBDT secured voice is carried over the SPRT
transparent sequenced mode, which is designed to support real-time data. SPRT includes
sequence numbers to facilitate proper packet ordering at receivers. As such, V.150.1 MR is able
to transport type 1 secured voice between VoIP and circuit networks using a V.150.1 commercial
standard VVoIP GW.

(V) Figure 2.3-18 below illustrates the SPRT format:

1234567891011 12 13 14 1516 17 18 19 20 21/22|23 /24 25 26 27 28 29 30 31

X| SSID |R| PT TC Sequence Number
NOA| Base Sequence Number TCN Sequence Number
TCN Seguence Number TCN Sequence Number

This figure is (U)

Figure 2.3-18: (U) V.150.1 Simple Packet Relay Transport for IP networks
(U) The SPRT header fields are summarized as follows:
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(U) X = Header Extension Bit, currently reserved by ITU
(U) SSID = SubSession ID, used to identify a media stream
(U) R =reserved by ITU

(V) PT = payload type. The payload is set to the value assigned by the media stream by call
control signaling. Note that the R and PT field together are consistent with the same fields seen
in the RTP header such that clients and GWs can transition between voice/RTP and data/SPRT
over the same UDP port.

(U//FOUO) TC - Transport Channel number. FNBDT uses transport channel 3, designed for
real-time data without acknowledgements.

(U//FOUO) The sequence number field is incremented with each SPRT packet, similar to the
sequence number in RTP.

(U//FOUO) NOA — Number of Acknowledgments. Acknowledgments are set to zero for FNBDT
and other real-time data services.

(U//FOUO) The Base Sequence number field is used to manage re-transmits. It is set to zero for
TC= 3, the channel used by FNBDT.

(U//FOUO) TCN and subsequent sequence number fields are used for re-transmits. These fields
are not used with FNBDT over V.150.1 MR.

(U//FOUO) In summary, an FNBDT over V.150.1 client can first establish a clear voice call and
send clear voice via RTP. It can then use SSE to transition to data mode. Once in data mode, the
client then used SPRT to transport FNBDT signaling and secured voice.

2.3.3.2.1.2.3.2 (U) Usage Considerations

2.3.3.2.1.2.3.2.1 (V) Implementation Issues
(U) SRTP

(U//FOUO) Each media stream in a multimedia session requires its own SRTP session key. This
multiplies the potential number of security contexts initiated per user. This is a concern for
mobile multimedia services with limited battery and processing power. More security contexts
could also multiply the amount of key management traffic.

(U//FOUO) Forward error correction and interleaving, if required by the RTP media type, need
to be completed before application of SRTP.

(U//FOUO) SRTP cannot span into non-1P networks, such as the PSTN or DSN. Therefore, a
VoIP-PSTN GW would need to terminate SRTP and invoke another security mechanism for the
PSTN side of a VoIP to PSTN call. This requires a complex, Red GW function.
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(U//FOUO) Note that SRTP can be used for end-to-end security in half duplex voice conferences
using multicast. But full duplex conferences require a Red conference unit, either at each client
or in a central server.

(U) ENBDT over RTP

(U//FOUO) The custom RTP profile developed for RTP complicates the use of existing VolP

call control mechanisms, which will need to be extended for this unique media type. It should

also be noted that the RTP header time stamp is not used as originally intended since the RTP

payload contains a mixture of FNBDT security signaling besides ciphered voice. FNBDT over
RTP does not fit within conventional VVolP-circuit GWs. A custom GW would be required for
FNBDT over RTP. See section 2.3.3.2.1.2.2 for further discussion of GW topics.

(U) ENBDT over V.150.1 Modem Relay

(U//FOUO) V.150.1 MR is defined for PSTN-IP-PSTN scenarios and as such is a GW
architectural element. Therefore, this GW function would need to be collapsed into a voice client
for application in an all IP environment. This may be considered complex for a mobile user
device. Since V.150.1 MR is not a widely used transport mechanism in IP networks, it
potentially introduces a new network transport mechanism in the GIG specifically for secure
voice.

2.3.3.2.1.2.3.2.2(U) Advantages

(U//FOUO) SRTP fits well within conventional VVolP architectures and promises to become a
widely known commercial standard. It is less complex than other approaches when used in an all
IP network of a single-security domain.

(U//FOUOQO) FNBDT is a proven type 1 protocol. The use of RTP fits within conventional VVolP
architectures, although it is extended for the non-standard FNBDT media type. But FNBDT over
RTP would require custom black circuit-VolP GWs.

(U//FOUO) V.150.1 MR can be used within an all IP network as well across black V.150.1
PSTN GWs to legacy FNBDT devices. As such, it offers the potential to provide type 1 security
from a VoIP to a PSTN-based terminal as it leverages an established type 1 security protocol.

2.3.3.2.1.2.3.2.3(U) Risks/Threats/Attacks
(U) SRTP

(U//FOUO) SRTP does support type 1 algorithms without extending the protocol with a new
standards track RFC. As such, it should not be used to transport secure voice across security
domain boundaries.

(U//FOUO) RTP uses the 16-bit RTP header sequence number to help set the KG state. Use of
the RTP sequence number to set KG state may not be sufficient for type 1 algorithms. The RTP
header used is subject to manipulation, although the SHA-1 authentication mechanism provides
at least partial protection.
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(U//FOUO) SRTP would also require custom, red VolP- circuit GWSs. Since SRTP requires Red
GWs to reach circuit networks, it may not be the leading security protocol candidate for secure
voice.

(U) ENBDT over RTP

(U/[FOUO) There are no risks, threats, or attacks unique to FNBDT over RTP identified that are
not common to any type 1 application transferred over an RTP/UDP/IP stack. Specifically, the
IP, UDP, and RTP headers are not protected nor authenticated.

(U) ENBDT over V.150

(U/[FOUOQ) There are no risks, threats or attacks unique to FNBDT over V.150.1 identified that
are not common to any type 1 application transferred over a SPRT/UDP/IP stack. Specifically,
the IP, UDP and SPRT headers are not protected nor authenticated.

2.3.3.2.1.2.3.3 (U) Maturity
(U) SRTP

(U//FOUO) SRTP is Emerging with an estimated TRL of 4 since it is well specified and released
as an RFC, dated March 2004. It is assumed that portions of the function have been demonstrated
with experimental code by SRTP within the IETF community. SPRT products are widely
available in commercial products.

(U/IFOUO) Areas of further study and development are recommended before SRTP can be used
within the GIG—specifically:

e (U//FOUOQ) A Key management system that incorporates SRTP requirements needs to be
defined and developed

e (U//FOUOQ) A concept of operations that describes how SRTP is supported within the
GIG call/session control architecture needs to be developed

e (U//FOUO) Methods to transition between clear and secure voice within a single session
using SRTP need to be defined and developed

e (U//FOUOQO) An evaluation of how SRTP might evolve to support type 1 security might be
considered

e (U//FOUOQ) Performance evaluation and prediction of SRTP within mobile environments
should be addressed.
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(U) FENBDT over RTP

(U//FOUO) FNBDT and RTP are both Mature with a TRL of 9, since they have been proven in
multiple product deployments. But use of an FNBDT RTP profile or media type is new and has
progressed little past laboratory demonstration. As such, we consider the combination of FNBDT
and RTP to be Emerging with a TRL of 4.

(U//FOUO) Areas of further study and development are recommended before FNBDT over RTP
can be used within the GIG—specifically:

e (U//FOUOQ) FNBDT rekey over IP needs to be developed

¢ (U//FOUOQ) A concept of operations that describes how FNBDT over RTP is supported
within the GIG call/session control architecture needs to be developed

e (U//FOUOQO) Methods to transition between clear and secure voice within a single session
using FNBDT over RTP need to be defined and developed

e (U//FOUO) FNBDT over RTP is currently defined for point-to-point communications.
An evaluation of how FNBDT and RTP constructs could be extended to support
multicast communications is advised

e (U//FOUOQ) Performance evaluation and prediction of FNBDT over RTP within mobile
environments should be addressed

(U) FNBDT over V.150.1

(U//FOUO) FNBDT is a Mature secure technology as merits a TRL of 9.

(U//FOUO) V.150.1 MR is a new, immature transport technology that may not be widely used or
supported in the commercial world. Several sections in the ITU are labeled, ‘to be defined,” and
standard evolution is likely. Even so, a commercial manufacturer has demonstrated V.150.1 MR
capability and is likely to offer the function in commercial products. For this reason, FNBDT
over V.150.1 is Emerging (TRL 4).

(U//FOUO) Areas of further study and development are recommended before V.150.1 MR can
be used within the GIG—specifically:

e (U//FOUQ) FNBDT rekey over IP needs to be defined and developed

e (U//FOUOQO) A concept of operations that describes how V.150.1 media type is supported
within the GIG call/session control architecture needs to be developed

e (U//FOUOQO) Methods to transition between clear and secure voice within a single session
using RTP —V.150.1 (SPRT) session need to be defined and developed

e (U//FOUO) FNBDT over V.150.1 is currently defined for point-to-point
communications. An evaluation is advised on how FNBDT and V.150.1 constructs could
be extended to support multicast communications
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e (U//FOUOQ) Performance evaluation and prediction of V.150.1 within mobile
environments should be addressed.

2.3.3.2.1.2.3.4 (U) Standards
Table 2.3-5: (U) Secure Voice over IP Standards

This table is (U//FOUQ)
Name Description
FNBDT-210 Signaling Plan Revision 2.0
ITU V.150 Procedures for the end-to-end connection of V-series DCEs over and IP network
RFC 3550 RTP: A Transport Protocol for Real-Time Applications
RFC 3711 The Secure Real-time Transport Protocol (SRTP)
This table is (U//FOUQ)

2.3.3.2.1.2.3.5 (U) Cost/Limitations

(U//FOUO) SRTP cannot be used with COTS PSTN GWs to reach secure voice devices on the
PSTN or DSN. SRTP must be terminated at the GW. This lack of PSTN interoperability: (1) can
complicate migration plans, (2) might restrict mobile GIG user communications in less
developed countries and (3) can restrict secure voice with less developed coalition partners. A
custom Red PSTN GW is required.

(U//FOUO) FNBDT over RTP has the same restriction as SRTP. It cannot be used with COTS
PTSN GWs to reach secure voice devices on the PSTN or DSN. A custom Black PSTN GW is
required. Furthermore, FNBDT currently does not support multicast or groups call. FNBDT
standards development is required for group calling.

(U//FOUO) V.150.1 may not be widely used in the commercial market. It might be used
exclusively for secure voice within the GIG. As such, it is a network transport mechanism that
may not enjoy economies of scale as other approaches might. Furthermore, V.150.1 was not
defined for multicast groups, so a concept of operations for secure group calls utilizing V.150.1
needs to be developed.

(U//FOUO) ENBDT currently does not support multicast, or group calls. Further FNBDT
standards development is required.

2.3.3.2.1.2.3.6 (U) Dependencies
(U) SRTP

(U) Key Management Dependencies and interaction

(U/IFOUO) SRTP places a number of dependencies upon key management. Section 8.2 of the
RFC details a list of parameters the key management system provides including:

e (U/IFOUOQ) Master key parameters for an SSRC

e (U//FOUOQ) Salt keys parameters for an SSRC
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e (U//FOUOQ) Initial RTP sequence number and other crypto context index parameters
(optional)

(U//FOUO) Clients will need to account for the amount of traffic protected with a single master
key and request a rekey from the key management system based on specific usage criteria. The
key management system can, of course, push keys to SRTP clients.

(U) QoS management

(U//FOUO) Network QoS mechanisms suitable for VolP and RTP should be sufficient for SRTP.
(U) FNBDT over RTP and FNBDT over V.150.1 MR

(U//FOUO) FNBDT has specific key management requirements and specifications and currently
supported with deployed facilities. These facilities may need to be upgraded to meet GIG needs.

(U) QoS management

(U//FOUO) Network QoS mechanisms need to be developed that take into account the resource
utilization of FNBDT, particularly between clear and secure voice transitions.

2.3.3.2.1.2.3.7 (U) Alternatives
(U/IFOUO) IP layer security could be used as an alternative to SRTP and FNBDT over RTP.

2.3.3.2.1.2.3.8 (U) Complementary Techniques

(U//FOUO) Type 1 IPsec is needed to secure SRTP protected voice traffic across security
domains.
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2.3.3.2.2 (V) Transport & Network Layer Technologies
2.3.3.2.2.1 (U) Non-Real-Time Data Technologies

2.3.3.2.2.1.1 (V) IP Layer Security

(U/IFOUO) IP layer security enables the Black Core concept allowing IP layer routing and sub-
network layer switching to occur on the Black Core, whereas traditional link security required all
routers and switches to be Red.

2.3.3.2.2.1.1.1 (U) Technical Detail

(U//FOUO) Commercial IPsec can be used to protect SBU traffic, and HAIPE can be used to
protect classified traffic. HAIPE was originally based on the existing commercial IPsec
standards, but has shifted from these standards to provide the higher level of security necessary
in a Type-1 application.

(U//FOUO) Commercial IPsec defines separate protocols for confidentiality and authentication,
but the confidentiality protocol (ESP) provides an optional authentication mechanism. HAIPE
requires authentication as well as confidentiality.

(U//FOUO) Commercial IPsec has defined both a transport mode and a tunnel mode and is
intended to support both end system and intermediate system implementations. HAIPE has
defined only a tunnel mode and is intended to support only intermediate system (INE)
implementations. The GIG vision is to migrate HAIPE back to end system implementations, and
consequently some modifications will be required to HAIPE to achieve this vision.

(U//FOUO) HAIPE v1 supported IPv4 only, and HAIPE v2 is intended to support both IPv4 and
IPv6. The GIG vision is to migrate to IPv6.

(U//FOUO) HAIPE supports a Security Policy Database (SPD) to control the flow of IP
datagrams. HAIPE supports selectors such as source/destination addresses (IPv4 and IPv6) to
map IP datagram traffic to policy in the SPD. Each entry specifies the relevant selectors and
whether data should be tunnel-mode encrypted or discarded. If an SPD entry cannot be found for
an IP datagram, the IP datagram is discarded. Entries in the SPD are ordered. The SPD can be
managed locally by the administrator/operator HMI or remotely from the SMW.

(U//FOUO) HAIPE also supports a Security Association Database (SAD). The SPD is consulted
in formation of SA entries in the SAD during an Internet Key Exchange (IKE). Separate distinct
SAs are used for inbound and outbound traffic. The two SAs use the same Traffic Encryption
Key (TEK), but have different SPI values. Entries in the SAD are not ordered. The SAD is
consulted in the processing of all traffic including non-IPsec traffic (i.e., bypassed/regenerated
traffic as well as traffic encrypted in tunnel mode).
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(U//FOUO) HAIPE utilizes the ESP tunnel mode to provide data integrity, anti-replay protection,
confidentiality, and authentication. The original Red IP datagram is encapsulated with the
HAIPE ESP protocol and then a Black IP protocol, as shown in Table 2.3-6. Table 2.3-6
indicates a total overhead of 83 octets (or 664 bits) for each Red datagram (assuming Black IP is
v4). The HAIPE trailer padding includes both crypto padding and TFS padding. Crypto padding
varies from 0-47 octets (HAIPE supports crypto block sizes of 4, 8, and 48 octets), and an
average value of 23 octets is assumed for the overhead calculation in Table 2.3-6. No TFS
padding is assumed in the overhead calculation in Table 2.3-6. Of course, the addition of TFS
padding would increase the overhead.

Table 2.3-6: (U//FOUQO) HAIPE ESP Tunnel Mode Encapsulation
This table is (U//FOUQ)

Field Authenticated Encrypted Overhead
Bits | Octets
Black IP Header 160 20
HAIPE SPI X 32 4
ESP Header ["Esp Sequence Number 32 4
State Variable 128 16
Payload Sequence Number X X 64 8
Red IP Red IP Header X X -
Datagram  ["Req 1P Payload X X - -
HAIPE | Padding (Crypto + TFS) X X 184 23
ESP Trailer Dummy X X 8
Pad Length X X 16
Next Header X X 8
Authentication Data X 32
Total 664 83

This table is (U//FOUQ)

(U//FOUO) Note that HAIPE provides authentication (anti-spoof protection) of the Red IP
datagram and parts of the HAIPE header and trailer as indicated in the Authenticated column in
Table 2.3-6. PDUs that fail the authentication check are discarded. This may be undesirable for
voice and video data where a few bit errors are tolerable. HAIPE provides confidentiality
(encryption) of the Red IP datagram and parts of the HAIPE header and trailer as indicated in the
Encrypted column in Table 2.3-6.

(U//FOUO) The 32-bit SPI identifies the security association to the receiving HAIPE device. The
SPI is either calculated from key material and peer information (for PPKSs) or developed during
the IKE exchange (for automatic TEK generation).
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(U//FOUO) HAIPE uses the payload Payload Sequence Number (PSEQN) for anti-replay
service. Therefore even though transmitting HAIPE devices initially set the ESP SEQN value to
a random number and increment for each packet set, receiving HAIPE devices ignore the ESP
SEQN value.

(U//FOUO) The state variable is used to synchronize the crypto state of the transmitting and
receiving HAIPE device, and does not repeat for any given TEK. The state variable is
transmitted with each PDU so that the receiving HAIPE device can independently decrypt each
PDU. Table 2.3-7 shows contents of the state variable.

Table 2.3-7: (U//FOUQO) HAIPE State Variable Content

This table is (U//FOUQ)
. . Value Encryption/
Field Bits . 4
On Wire | Decryption Value
Update Count 16 Indicates daily update count of TEK
Unique 69 Unique
LRS 36 Stepped when SEG#
has value 0
SEQ# 4 Unique All zeros
Stepped from 0-3 for
SEG# 3 WEASLE Mode
Total 128 -
This table is (U//FOUQ)

(U//FOUO) The update count field represents the number of daily updates performed on the
TEK. The receiver uses to determine which update version of the TEK was used by the
transmitter to encrypt the PDU.

(U//FOUO) The Unique, LRS, SEQ#, and SEG# fields are unique on the wire for each PDU.

(U//FOUO) The initial value for the Linear Recursive Sequence (LRS) is transmitted on the wire
and is uniquely generated for each PDU. During encryption or decryption processing of crypto
blocks of the same PDU, the LRS is stepped each time the SEG# has the value zero illustrated in
Figure 2.3-19. The polynomial for the LRS is 1+x**+x%.

(U//FOUO) The SEQ# field is unique on the wire, but all zeros for encryption and decryption.

(U//FOUO) The SEG# is unique on the wire. During encryption or decryption processing of
crypto blocks of the same PDU, the SEG# is stepped from 0 to 3 in WEASEL mode as illustrated
in Figure 2.3-19.

(U//FOUO) The PSEQN value provides anti-replay services for HAIPE. The PSEQN value is
both authenticated and encrypted. The PSEQN value is initialized to zero by the transmitting
HAIPE upon SA setup and incremented for each PDU sent for the duration of the TEK. The
receiving HAIPE uses the PSEQN value to detect and discard PDUs that are replayed.
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(U/IFOUO) Inner IP header fields are coded in accordance with RFC 2401.

(U//FOUO) Padding ensures the encrypted PDU is an integer multiple of the encryption block
size, which may be negotiated during the IKE. Padding is also used to provide TFS protection.
The ESP padding is added by the transmitting HAIPE and removed by the receiving HAIPE.

—'I Receive PDU

Move SV into State Register
SEQ#=10,SEG#=0

Shift LSR
Encrypt Block

Increment SEG#
(mod 4)

v

Yes ~ Last block
of PDU?

This figure is (U)

Figure 2.3-19: (U//FOUOQ) State Variable Stepping
(U//FOUO) The ESP dummy field is used to support TFS protection. A value of all Os indicates a
dummy PDU, whereas a value of all 1s indicates a Valid PDU.

(U//FOUO) The ESP pad length field is used by the receiving HAIPE to determine the amount of
padding added by the transmitting HAIPE, so the receiver can remove this padding before
forwarding the decrypted PDU to the receiving host.

(U//FOUO) The ESP next header field indicates the encapsulated protocol. In the case of
tunneled user traffic, this field will indicate IPv4 (or IPv6).

(U//FOUO) HAIPE supports both the BIP-32 and SHA-1 algorithms for authentication. In either
case, the authentication value is encrypted under the negotiated cryptographic algorithm
operating in WEASEL mode.

(U//FOUO) The BIP-32 algorithm is a 32-bit exclusive-or function of each of the 32-bit words of
data to be authenticated and a 32-bit word of hexadecimal “A”s (OXAAAAAAAA).
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2.3.3.2.2.1.1.2 (U) Usage Considerations

2.3.3.2.2.1.1.2.1 (V) Implementation Issues

(U//FOUO) The application of IPsec to protect Unclassified traffic in the GIG introduces key
management issues. In order to provide sufficient protection secure Type 3 key material must be
generated, distributed, stored, updated and destroyed. The current KMI is only designed for
Type 1 key material. Given the volume of Unclassified data in the GIG, the number of IPsec
devices that must be keyed will also be significant (residing on every client in the GIG Vision).
Without a key management infrastructure for Type 3 keys, deployment of IPsec to protect
Unclassified traffic may be unmanageable.

(U/IFOUO) HAIPE does not support dynamic routing in a multi-homed environment (i.e. an
enclave fronted by more than one HAIPE. This limitation may be overcome by placing external
routers behind HAIPEs, and using IP tunneling (e.g. see RFC-2784 on Generic Routing
Encapsulation) between the routers to disguise the ultimate destination from the INE. This
approach requires an extra IP header, and therefore increases bit overhead across the Black Core.

(U//FOUO) An alternative is to integrate a router into the Red side of the INE and to select the
SA based on the next hop instead of the ultimate destination address. This approach has less bit
overhead than the external router approach, but couples the routing function with the HAIPE
security function.

(U//FOUO) HAIPE does not fully support QoS mechanisms for real-time traffic like voice.
HAIPE does support bypass of IPv4 Type of Service (ToS) field and IPv6 Traffic Class field, but
does not support reservation protocols. For example, TSAT has proposed modifications to
HAIPE to provide an RSVP proxy service where a HAIPE INE would aggregate multiple Red
side RSVP requests into a single Black side RSVP request.

(U//FOUO) HAIPE does not provide true end-to-end security. Currently HAIPE is designed to
support INE implementations with multiple end-systems behind an INE. Even when migrated to
end-systems, HAIPE will not provide true end-to-end security for some applications. For
example, e-mail is a store-and-forward application with multiple IP end-systems in the path.
Likewise, secure voice through a gateway will have IP end-systems as intermediate nodes.
Additional security protocols may be overlaid on top of HAIPE to provide true end-to-end
security (e.g. SMIME v3 for secure e-mail and FNBDT for secure voice).

(U//FOUO) HAIPE is currently not designed for end system implementation. HAIPE version 1
and version 2 only support tunnel mode and does not support transport mode. HAIPE version 3
will support both tunnel and transport modes. Anti-tamper and TEMPEST are also significant
issues for a Type-1 end-system implementation.

(U//FOUO) HAIPE discovery does not support dynamic Black-side IP addresses. Dynamic
Black-side IP addresses are common in a mobile IPv4 environment. The migration to IPv6 in the
future will help to resolve this issue to some extent.
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(U//FOUO) HAIPE has significant complexity, and was not intended for implementation in a
resource-constrained environment (e.g., memory and processing power). A profile of HAIPE
may be desirable for implementation in hand-held mobile devices.

(U//FOUO) HAIPE was not intended for low bandwidth and/or high BER environments. HAIPE
has significantly more bit overhead than FNBDT for protecting secure voice traffic. There have
been several HAIPE-lite proposals to address this issue. These proposals do reduce the bit
overhead associated with HAIPE, but are still not as efficient as FNBDT for secure voice
applications. HAIPE is also not tolerant to bit errors. HAIPE provides cryptographic error
extension and also implements an integrity check on every packet. A single bit error will cause
the packet to be discarded. This is not necessarily desirable for applications like secure voice that
can tolerate a few bit errors.

2.3.3.2.2.1.1.2.2(U) Advantages

(U//FOUO) IP layer security supports a black core concept allowing switches and routers to exist
on the black side of the crypto.

2.3.3.2.2.1.1.2.3 (V) Risks/Threats/Attacks

(U//FOUO) IP layer security is somewhat susceptible to Traffic Flow Analysis. Moving IP layer
security (HAIPE) back to end systems will likely increase susceptibility to Traffic Flow
Analysis. Link layer security may be used to provide Traffic Flow Security (TFS) for traffic
encrypted at the IP layer.

2.3.3.2.2.1.1.3 (U) Maturity

(U//FOUO) IPsec is a Mature technology in the commercial world, but continues to evolve. Type
1 IP security standards (SDNS and HAIPE) have been around for quite some time, but HAIPE
continues to evolve, and the current standard is not adequate to support the long-term GIG
vision. The TRLs for the IP security technology are illustrated in Table 2.3-8 below. Table 2.3-8
is based on the HAIPE Roadmap presentation dated May 12, 2004.

Table 2.3-8: (U//FOUOQO) IP Security Technology Readiness Levels

This table is (U//FOUQ)
Specification Core/Extension Features TRL
IPsec (November 1998)
IPsec (March 2004)
HAIPE v1.3.5 Core BATON and FIREFLY, IPv4
MEDLEY and Enhanced FIREFLY
Core IPv6, QoS, Multicast
HAIPE v2.0.0 Over_the Network Management ’
Interim Routing
Extension Enclave Prefix Discovery Server
Foreign Interoperability
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This table is (U//FOUQ)

Specification

Core/Extension

Features

TRL

HAIPE v3 & Beyond

Core

Bandwidth Efficiency (v3)
OTNK (Beyond v3)

Over the Network Management
Enhancements (Beyond v3)

Extension

Standard HAIPE MIB
Scalable & Efficient Routing
End-to-End QoS

Voice over Secure IP (VoSIP)

This table is (U//FOUQ)

UNCLASSIFIED//FOR OFFICIAL USE ONLY

2.3-65




UNCLASSIFIED//FOR OFFICIAL USE ONLY

sses  2.3.3.2.2.1.1.4 (U) Standards

sse0  (U//FOUO) The standards applicable to IP security technology are identified in Table 2.3-9
ss70  below.

5371 Table 2.3-9: (U//FOUOQO) Standards Applicable to IP Security Technology
This table is (U)

Number Title Version Date

Interoperability Specification For High Assurance Internet
Protocol Encryptor (HAIPE) Devices

Interoperability Specification For High Assurance Internet
Protocol Encryptor (HAIPE) Devices

135 May 2004

2.0.0 May 2004

REC-2401 Security Architecture for the Internet Protocol November
http://www.ietf.org/rfc/rfc2401.txt 1998
Security Architecture for the Internet Protocol
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-rfc2401bis- April 2004
02.txt
IP Authentication Header November

RFC-2402 http://www.ietf.org/rfc/rfc2402.txt 1998
IP Authentication Header
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-rfc2402bis- March 2004
07.txt

REC-2406 IP Encapsulating Security Payload (ESP) November
http://www.ietf.org/rfc/rfc2406.txt 1998

IP Encapsulating Security Payload (ESP)
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-esp-v3-08.txt)
This table is (U)

March 2004

ss2 2.3.3.2.2.1.1.5 (U) Cost/Limitations

sazs  (U//FOUO) Moving HAIPE back to end systems may not be as economical as fronting multiple
ss7a  end systems with a single HAIPE INE.

sars  2.3.3.2.2.1.1.6 (U) Dependencies

ssze  (U//FOUQO) Key management is needed to support commercial IPsec and HAIPE
ss77 implementations. HAIPE supports Pre-Placed Keys (PPKSs) as well as auto-generated Traffic
sazs  Encryption Keys (TEKS). Auto-generation includes FIREFLY and Enhanced FIREFLY.

ssro  (U//FOUO) HAIPE also depends on remote security management via a Security Management
sss0  Workstation (SMW).

sss1 2.3.3.2.2.1.1.7 (U) Alternatives

sss2  (U//FOUO) FNBDT application layer security can be used to provide end-to-end protection for
sss3  Secure voice traffic.

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.3-66



5384
5385
5386
5387
5388

5389
5390
5391
5392
5393

5394
5395

5396

5397
5398
5399
5400
5401

UNCLASSIFIED//FOR OFFICIAL USE ONLY

(U/[FOUO) Sub-network layer security can be used to protect information as it crosses a sub-
network. Sub-network layer security allows black side switches, but still requires all IP routers to
be red. For example, the CANEWARE Front End had a mode where it encrypted the payload of
X.25 packets. A more modern example is FASTLANE, which provides security of the payload
of ATM cells.

(U//FOUO) It is also possible to tunnel red side sub-network, link and physical layers over a
black IP network. For example, BLACKER provided the ability to map red side X.25 addresses
to black side IP addresses creating a Red Virtual Network which spanned a black side internet.
Additional examples include the NES and Sectera INEs, which provide the ability to map red
side MAC addresses to black side IP addresses essentially bridging a black side internet.

(U//FOUO) Security is also possible over SONET using the KG-189 to provide security of the
SONET payload.

2.3.3.2.2.1.1.8 (U) Complementary Techniques

(U//FOUO) Link and physical layer mechanisms provide additional security. TRANSEC
mechanisms support LPI/LPD. HAIPE has some TFS mechanisms, but link security can be used
to enhance Traffic Flow Security (TFS). Higher layer mechanisms (e.g., SSMIME v3 for secure
e-mail and FNBDT for secure voice) can be used to provide true end-to-end security and
confidentiality within a domain.
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sa02  2.3.3.2.2.1.2 (U) Traffic Flow Security (TFS)
sa03  (U) EDITOR’S NOTE: MATERIAL ON TFS WILL BE INCLUDED IN A FUTURE RELEASE
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2.3.3.2.2.1.3 (V) Virtual Private Networks (VPN)

(U//FOUO) A Virtual Private Network (VVPN) generally connects two private networks over a
publicly accessible network (e.g., the Internet). Most VPNs are IP implementations that can be
handled by a company’s existing Internet technology. A VPN can provide a secure connection
between remote sites without additional expenses for leased lines, ISDN, or frame-relay and
Asynchronous Transfer Mode (ATM) technologies.

2.3.3.2.2.1.3.1 (U) Technical Detail

(U//FOUO) VPNs provide authentication, integrity, and confidentiality security services across a
network, usually a publicly accessible network. Most VPN products use IPsec to carry out these
security features, but other protocols (e.g., SSL) are also used in some products. For non-1P
networks, (e.g., Internetwork Packet Exchange [IPX] or AppleTalk) Layer 2 Tunneling Protocol
(L2TP) is more suitable.

(V) IPsec VPNs are a network layer technology. This means they operate independent of the
applications that may use them. Tunnel mode IPsec encapsulates the IP data packet, hiding the
application protocol information. Once the IPsec tunnel is created, various connection types
(e.g., web, email, VoIP, FTP) can flow through the tunnel, each destined for different
destinations on the other side of the VPN gateway.

(U) SSL VPNs are a remote access solution because they do not require IT departments to
upgrade and manage client software. All a user needs is a Web browser.

(U//FOUO) VPN products can be grouped into three categories:

e (U) Hardware-based systems
e (U) Firewall-based systems

e (U) Stand-alone application packages.

(U//FOUO) Hardware-based VPNs typically use encryption routers providing IP services, such
as IPsec tunneling. This is a common deployment strategy in a corporate network infrastructure
to securely connect remote networks. Another hardware implementation involves VPN gateways
used as IPsec tunnel endpoints. The VPN gateways provide firewalls and routing, as well as
authentication, encryption, and key management capabilities.

(U/IFOUO) Firewall VPNs take advantage of a firewall’s authentication and access control
features adding a tunneling capability and encryption functionality.

(U/[FOUO) Stand-alone application VPNs use software to perform the access control,
authentication and encryption needed for the VPN. The software VPN solution is the least
expensive but generally has the worst performance. Software VPNs are adaptive to technology
changes because no hardware changes are involved. The software VPN is ideal for company
employees working on travel or from home.
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2.3.3.2.2.1.3.2 (U) Usage Considerations
(U//FOUO) When setting up a VPN, you must consider the following options:

e (U) Security protocols supported

e (U) Cryptographic algorithms supported
e (U) Key management system used

e (U) User authentication used

e (U) Server platforms that run the product
e (V) Client platforms supported

e (U) Accreditation or approval

e (U) Price and maintenance costs

e (U) Number of users or connections supported

2.3.3.2.2.1.3.2.1 (V) Implementation Issues

(U//FOUO) Commercial venders have VPN capabilities built into firewall, gateway, or router
products. There are currently dozens of different COTS VPN products available today. These
products range from supporting small business connections to supporting large organizations
requiring thousands of connections. Many vendors have a family of VPN products that support
the different ranges of user needs. Some products support modular upgrades and have integrated
hardware VPN acceleration capabilities, delivering highly scalable, high-performance VPN
services.

(U//FOUO) As the VPN products have advanced, their configuration and administration has
become easier. Configuration and management tools have been created to make the
establishment, administration and monitoring of VPN clients and networks easier to perform.
Some products advertise a One-click VPN, where VPNs can be created with a single operation
by using VPN communities. As new members are added to the community, they automatically
inherit the appropriate properties and can immediately establish secure IPsec/IKE sessions with
the rest of the VPN community.

(U//FOUO) IPsec is still the most popular protocol for performing VPN security, but SSL has
been gaining support in the last few years. Many VPN vendors now support both protocols in
either the same product or as a separate item. One advantage of SSL over IPsec is that SSL does
not require special VPN client software on remote PCs, which reduces administrative costs.

(U) VPN Products
(U) There are many COTS VPN products. The following is a list of some of the VPN products

available today:
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(V) Cryptek’s DiamondTEK has been evaluated and validated in accordance with the
provisions of the NIAP Common Criteria Evaluation and Validation Scheme and the

Common Criteria Recognition Arrangement as a EAL4 product -
http://www.cryptek.com/SecureNetworks/

(V) Blue Ridge Networks' VPN CryptoServer is also on the Common Criteria validated
products list (EAL2) - http://www.blueridgenetworks.com

(U) Check Point’s VPN-1 Pro product line is an integrated VPN and firewall gateway,
which offers management capability, attack protection and traffic shaping technology. -
http://www.checkpoint.com/products/index.html

(U) Nortel Networks Contivity is a line of VPN switches and gateways with supporting
configuration and management tools. -
http://www.nortelnetworks.com/products/family/contivity.html

(V) Cisco PIX Security Appliances support hardware and software VPN clients, as well
as PPTP and L2TP clients. -
http://www.cisco.com/en/US/products/hw/vpndevc/index.html

(V) SafeNet’s HighAssurance™ Gateway product lines provide IPsec VPN solutions for
small to large customers. SSL VPN also supported. - http://www.cylink.com

(U) Avaya Secure Gateway products have specialized support for voice-over-1P (\VoIP)
applications - http://www1.avaya.com/enterprise/vpn/sg203_sg208/

(U) Symantic Gateway supports both IPsec and SSL based VPN products -
http://enterprisesecurity.symantec.com/content/productlink.cfm?EID=0

(V) SonicWall has firewall and gateway products that feature IPsec VPN security -
http://www.sonicwall.com/products/vpnapp.html

(U) ADTRAN's NetVanta 2000 Series is a family of VPN/firewall appliances -
http://www.adtran.com

(U) ArrayNetworks Array SP family of appliances offers SSL VPN -
http://www.arraynetworks.net/globalaccess.htm

(V) Celestix’s RAS3000 supports SSL VPN for Microsoft Exchange Server 2003 -
http://www.celestix.com/products/ras/ras3000/sslvpnforexchange.htm

(U) Lucent Technologies Access Point® supports routing, secure VPN, QoS, firewall
security, and policy management - http://www.lucent.com/solutions/

(V) Juniper Networks Netscreen SSL VPNs provide a broad range of SSL VPN
appliances - http://www.juniper.net/products/ssl/

(U) V-ONE produces both IPsec and SSL VPN products - http://www.v-one.com

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.3-71



5506

5507
5508
5509
5510

5511

5512
5513
5514

5515
5516

5517
5518
5519
5520
5521
5522

5523

5524
5525
5526

5527
5528

5529
5530

5531

5532

UNCLASSIFIED//FOR OFFICIAL USE ONLY

2.3.3.2.2.1.3.2.2(U) Advantages

(U//FOUO) VPNSs provide economical and secure solutions for remote access users (mobile
users and telecommuters), intranets (site-to-site connections within a company or organization),
and extranets (organization to organization network connections to suppliers, customers, or
partners).

2.3.3.2.2.1.3.2.3 (V) Risks/Threats/Attacks

(U//FOUO) VPN clients should not be able to access your private network and the Internet at the
same time. Doing so can be a security risk if the VPN client can become a gateway between the
Internet and the private network.

(U//FOUO) PPTP authentication dependence on Microsoft Challenge Handshake Authentication
Protocol (MSCHAP) makes it vulnerable to attacks using a hacker tool called l0phtcrack.

(U//FOUO) Nearly all computer equipment is susceptible to Distributed Denial of Service
(DDoS) attacks. The Corrent Corporation’s S3500 Turbocard Firewall/\/PN accelerator is one
VPN product that can withstand a massive DDoS attack, while keeping valid network traffic
flowing at a high rate. The new Corrent® S3500 Turbocard is able to sustain 50,000 TCP
sessions per second and deliver 648 Megabits per second in throughput in the face of a
concentrated attack.

2.3.3.2.2.1.3.3 (U) Maturity

(U//FOUO) VPNs are a mature technology in the commercial world and continue to evolve.
Products continue to support additional protocols and algorithms and run on more and more
different platforms.

(U/IFOUO) Interoperability between different manufacturers has seen significant improvements
over the last few years but interoperability issues still exist.

(U//FOUO) VPNSs are Mature (TRLs 7 — 9). Interoperability between different manufacturers
and platforms should continue to move forward.

2.3.3.2.2.1.3.4 (U) Standards
(U//FOUO) Table 2.3-10 identifies the standards applicable to VPN technology.
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Table 2.3-10: (U//FOUO) Standards Applicable to VPN Technology

This table is (U)
Number Title Date
Security Architecture for the Internet Protocol November
RFC-2401 http://www.ietf.org/rfc/rfc2401.txt 99?
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-rfc2401bis-02.txt ';‘&;2
IP Authentication Header November
. i 1998
REC-2402 http://www.ietf.org/rfc/rfc2402.txt
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-rfc2402bis-07.txt I\élg(r)cdfh
IP Encapsulating Security Payload (ESP) November
: i 1998
REC-2406 http://www.ietf.org/rfc/rfc2406.txt
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-esp-v3-08.txt) I\élg(r)ih
The SSL Protocol, Version 3.0 November
http://wp.netscape.com/eng/ssl3/ssl-toc.html 1996
REC 3031 Multiprotoc<.)I Label Switching Architecture January
http://www.ietf.org/rfc/rfc3031.txt 2001
RFC 2661 Layer Two Tunnellng Protocol (L2TP) August
http://www.ietf.org/rfc/rfc2661.txt 1999
Point-to-Point Tunneling Protocol (PPTP)
RFC 2637 July 1999
http://www.ietf.org/rfc/rfc2637.txt y
VPN Protection Profile for Protecting Sensitive Information February
http://www.iatf.net/protection_profiles/file_serve.cfm?chapter=vpn_pp.pdf 2000
This table is (U)

2.3.3.2.2.1.3.5 (U) Cost/Limitations

(U//FOUO) Most VPN products have a maximum connection number. So before purchasing a
VPN product you must determine the maximum number of VPN connections you expect to have.

2.3.3.2.2.1.3.6 (U) Alternatives

(U//FOUO) There are several alternatives to VPN security of information over an untrusted
network.

e (U//FOUQO) FNBDT application layer security can be used to provide end-to-end
protection for secure voice traffic

e (U//FOUOQ) Sub-network layer security can be used to protect information as it crosses a
sub-network. Sub-network layer security allows black side switches, but still requires all
IP routers to be red. For example, the CANEWARE Front End had a mode where it
encrypted the payload of X.25 packets. A more modern example is FASTLANE, which
provides payload security for ATM cells

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.3-73



5547
5548

5549

5550

5551

5552

5553

5554

5555

5556

5557

5558

5559

5560

5561

5562

5563

5564

5565
5566

5567
5568

5569
5570

5571

5572

5573

UNCLASSIFIED//FOR OFFICIAL USE ONLY
e (U/IFOUOQ) Security is also possible over SONET using the KG-189 to provide security
of the SONET payload.

2.3.3.2.2.1.3.7 (U) References
(V) http://www.cryptek.com/SecureNetworks/

(V) http://www.blueridgenetworks.com

(V) http://www.checkpoint.com/products/index.html

(V) http://www.nortelnetworks.com/products/family/contivity.html

(V) http://www.cisco.com/en/US/products/hw/vpndevc/index.html

(V) http://www.cylink.com

(V) http://www1.avaya.com/enterprise/vpn/sg203_sg208/

(V) http://enterprisesecurity.symantec.com/content/productlink.cfm?EID=0
(V) http://www.sonicwall.com/products/vpnapp.htmi

(V) http://www.adtran.com

(V) http://www.arraynetworks.net/globalaccess.htm

(V) http://www.celestix.com/products/ras/ras3000/sslvpnforexchange.htm
(V) http://www.lucent.com/solutions/

(V) http://www.juniper.net/products/ssl/

(V) http://www.v-one.com

(V) Security Architecture for the Internet Protocol - http://www.ietf.org/rfc/rfc2401.txt and
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-rfc2401bis-02.txt

(V) IP Authentication Header - http://www.ietf.org/rfc/rfc2402.txt and http://www.ietf.org/internet-
drafts/draft-ietf-ipsec-rfc2402bis-07.txt

(V) IP Encapsulating Security Payload (ESP) - http://www.ietf.org/rfc/rfc2406.txt and
http://www.ietf.org/internet-drafts/draft-ietf-ipsec-esp-v3-08.txt)

(U) The SSL Protocol, Version 3.0 - http://wp.netscape.com/eng/ssl3/ssl-toc.html
(U) Multiprotocol Label Switching Architecture - http://www.ietf.org/rfc/rfc3031.txt

(V) Layer Two Tunneling Protocol (L2TP) - http://www.ietf.org/rfc/rfc2661.txt
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ssza  (U) Point-to-Point Tunneling Protocol (PPTP) - http://www.ietf.org/rfc/rfc2637.txt

sszs  (U) VPN Protection Profile for Protecting Sensitive information -
ssz6  http://lwww.iatf.net/protection_profiles/file_serve.cfm?chapter=vpn_pp.pdf

UNCLASSIFIED//FOR OFFICIAL USE ONLY
2.3-75



5577

5578

5579
5580
5581

5582
5583
5584
5585
5586
5587

5588

5589
5590

5591

5592

5593

5594

5595

5596
5597
5598
5599
5600
5601
5602
5603

5604
5605
5606
5607
5608

5609
5610
5611
5612
5613

UNCLASSIFIED//FOR OFFICIAL USE ONLY

2.3.3.2.2.2 (U) Real-Time Data Technologies

2.3.3.2.2.2.1 (U) Secure VolP Call Control

(U//FOUO) Secure VolIP Call Control addresses technologies used to protect the signaling plane
or VolIP call establishment protocols. Secure VVolP technologies that focus on the voice packets
are described in the previous secure VoIP section.

(U//FOUO) Note that Secure VolIP call control mechanisms may be considered part of network
management and control technologies within the GIG. Further information on VolP call controls
from the view of network security may be addressed in the GIG network control technology
section. This section concerns itself with the protection of user information that is potentially
vulnerable when using VolIP call control. This section also complements the secure VoIP section
that describes methods to secure user voice.

2.3.3.2.2.2.1.1 (U) Technical Detail

(U//FOUO) A brief introduction to VVolP call control is presented followed by a description of
security mechanisms that can be used to secure call control.

(U) The most common call control protocols used in VolP system today include:

e (V) Session Initiation Protocol (SIP)
e (U)H.323
e (U) Media Gateway Control Protocol (MGCP)

e (U) Gateway Control Protocol (GCP), formerly MEGACO, and H.248

(V) In the spirit of distributed call control rather than centralized, integrated call managers, the
IETF has decomposed gateways into Media Gateway Controllers and Media Gateways. As such,
MGCP and GCP are protocols that can be used when PSTN-VolIP Gateways (PSTN-VoIP GWs)
and multi-media conference units are decomposed between control and media processing units.
This document does not address MGCP and GCP security mechanisms. It is assumed that GW
control and processing units are integrated or collocated within a single security domain such
that security mechanisms do not need to be applied to MGCP or GCP. Commercial IPsec or TLS
could be used to secure these protocols within a single security domain if needed.

(U//FOUO) VolP networks also require a QoS architecture designed to support the voice service.
As such, secure mechanisms for the GIG QoS architecture needs to be developed as a
complementary technology for secured voice. GIG secure VolIP call control and secure QoS
mechanisms may likely need to work with each other, possibly thorough a network interface.
Secure QoS security mechanisms are beyond the scope of this section.

(U//FOUO) Priority of Service, PoS, is another important voice feature. This feature allows users
to pre-empt other voice calls or be placed in a higher priority queue for call processing. The GIG
secure VolIP call control will need to request or invoke priority of service and, therefore, is likely
to interact with GIG PoS security mechanisms. PoS security mechanisms are beyond the scope
of this section.
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(U//FOUO) Also note that the GIG VolP call control architecture will need to include a dialing
plan that not only includes SIP and H.323-based user identities, but also users on non-GIG
networks expected to conform to E.164 numbering plans. This implies directory service
techniques such as Electronic Numbering (ENUM). As such, GIG directory services that provide
VolIP calling plans will need to be secured. The VolIP call control security mechanisms will need
to interact with the security mechanisms of these directory services. GIG directory service
security technologies are beyond the scope of this section.

(V) Therefore, this section focuses on SIP and H.323 as addressed below.
(V) SIP

(V) SIP is a text based client/server protocol that can establish, modify, and terminate
multimedia sessions (conferences) or Internet telephony calls. SIP can invite participants to
unicast and multicast sessions. An initiator does not necessarily have to be a member of the
session to which it is inviting, and new media streams and participants can be added to an
existing multi-media session. It can establish, modify, and terminate multimedia sessions or
calls, such as conferences, Internet telephony and similar applications. SIP enables VVolP
gateways, client end points, Private Branch Exchanges (PBX), and other communications
systems and devices to communicate with each other.

(V) SIP transparently supports name mapping and redirection services, allowing the
implementation of Intelligent Network telephony subscriber services. These facilities also
include mobility that allows the network to identify end users as they move.

(V) SIP supports five facets of establishing and terminating multimedia communications:
e (U) User location: determination of the end system to be used for communication
e (U) User capabilities: determination of the media and media parameters to be used

e (U) User availability: determination of the willingness of the called party to engage in
communications

e (V) Call setup: ringing, establishment of call parameters at both called and calling party

(V) Call handling: including transfer and termination of calls.

(V) SIP does not offer conference control services such as floor control or voting and does not
prescribe how a conference is to be managed, but SIP can be used to introduce conference
control protocols. SIP does not allocate multicast addresses and does not reserve network
resources.

(V) SIP network elements are shown in Figure 2.3-20 and described below.
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E T SIP Registrar with

Location Services

Public or Private
IP network

FIREWALL,
IP GW

Circuit Switched
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ISDN, wireless

— SIP Proxy Server

PSTN GATEWAY
SIP TERMINAL

This figure is (U)

Figure 2.3-20: (U) SIP Architecture

(U) USER AGENT: The user agent, shown here as a client, accepts requests from a user and
provides the appropriate SIP messages, or receives SIP messages and provides appropriate
responses to the user. It is the SIP end point in the network. Examples for such a user agent
might be an SIP-enabled PC or a SIP-enabled UMTS mobile device. Gateways can also act as
SIP user agents, for example a VVolIP SIP phone calling a POTS line will connect to the PSTN via
a VolIP GW. The VolP GW, then provides the SIP endpoint, or user agent, for the POTS line.

(U) REGISTRAR: The SIP Registrar is a server that receives registration requests from USER
AGENTS in order to keep a current list of all SIP users and their location which are active within
its domain/network. A registrar is typically collocated with a proxy or redirect server.

(U) LOCATION SERVICES: Location services find the location of a requested party in support
of SIP based mobility. For example, when a SIP agent places a session or call request to another
network user, the SIP location server will find the domain in which the second party was last
registered. When found, the SIP request (SIP INVITE to the session) will be forwarded to the
appropriate domain.

(U) PROXY SERVER: The proxy server is an intermediate device that receives SIP requests
from a user agent and then forwards the requests on the client's behalf. The proxy server can stay
in a signaling path for the duration of the session. Proxy servers can also provide functions such
as authentication, authorization, network access control, routing, reliable request retransmission,
and security. Equally important, the proxy server can be used by the network to execute a range
of supplementary services. Soft switches, for example, may use the SIP proxy as a way to
interface the call or session model to the user agent. In the VVolP world, call forwarding on busy
can be implemented and invoked in the proxy server.
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(U) RE-DIRECT SERVER: The re-direct server provides the client with information about the
next hop or hops that a message should take, and then the client contacts the next hop server or
user agent directly. Unlike the use of a proxy server, the re-direct server simply serves to direct
on-going communications at session initiation, but does not stay in the signaling path for the
duration of the data session.

(U) SIP Security Mechanisms

(V) The SIP RFCs describe a number of security mechanisms that can be used within a SIP
system. Message authentication and encryption of SIP messages are supported. Since SIP uses
proxy servers and registrars in support of service execution on behalf of the user, SIP assumes
security associations between the SIP client and various SIP infrastructure elements, rather than
secured end-to-end call control security between voice users. This, of course, means that all SIP
servers need to be trusted network elements. As such, all SIP call control is assumed to be
located within a single security domain. IPsec can be used to tunnel SIP call control from SIP
clients to SIP servers across backhaul networks that may be outside the SIP security domain.
Note that SIP is a text-based protocol, borrowing many elements from other text based protocols
such as HTTP. As such, SIP security reuses HTTP and MIME security mechanisms as explained
below. (Note that PGP is not longer recommended in the latest SIP RFC.)

(V) The following encryption scenarios are identified in the SIP RFCs:

e (U) A network can use lower layer security protocols, such as IPsec or TLS between the
SIP UA and SIP server. Although many implementations transport SIP with UDP, SIP
can also be transported with TCP so that TLS can be used

e (U) TLS can be used between servers

e (U) S/IMIME techniques can be used to encrypt SIP bodies for end-to-end security of the
SIP message payload, while leaving SIP headers in the clear for server support. SIMIME
also provides for integrity and supports mutual authentication. Note that this method does
offer protection of user network address or URI information. Furthermore, specific
applications of SIP servers can offer the user a number of network enabled services. The
set of services offered by these kinds of SIP servers may be restricted if the SIP message
body is opaque to the SIP server

(U//FOUO) SIP includes basic password authentication mechanisms as well as digest based
mechanisms. The SIP protocol includes messages that facilitate authentication. For example, SIP
protocol specific authentication challenge messages Response 401 (Unauthorized) or Response
407 (Proxy Authentication Required) can be used in conjunction with a cryptographic
mechanism. The Digest authentication mechanisms called out by the SIP RFCs are based upon
HTTP authentication.

(V) SIP also defines option mechanisms to convey user privacy requirements. Finally, SIP
extensions are identified for media and QoS authorization as a means of protecting against DoS
attacks.
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(U) A Brief Overview of H.323

(V) H.323 from the ITU is binary based (ASN.1) and provides for both signaling plane
messaging as well as signaling to bearer control. Because it was initially designed to support
video packets, H.323 has considerable overhead, which is a disadvantage for IP telephony
